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The SPIRE Instrument 

Photometer Side Spectrometer Side 
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Imaging Fourier Transform Spectrometer 
Simultaneous imaging observation of the whole spectral 
band  
37 and 19 pixels 
Wavelength Range: 194-313, 303-671 µm 
Resolution: 24.98, 7.207, 1.193 GHz 
Circular FOV 2.0' diameter, beams: 17-21'', 29-42'' 

SLW 

SSW 

Beam Splitter 
Optical Bench 

Spectrometer 
Detector Box 

FTS Mechanism S-Cal 
Photometer Cover 

SLW 

SSW 

Imaging Photometer  
Simultaneous observation in 3 bands 
139, 88, and 43 pixels 
Wavelengths: 250, 350, 500 µm  
λ/Δλ ~ 3 
FOV 4' x 8', beams 17.6'', 23.9'', 35.1'' 

Beam Steering Mirror 
SPIRE Optical Bench 

PLW PMW Sorption  
Cooler 

PSW 

Photometer Detector Box 
Optical Sub-bench 

Cone Support 
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Telescope Beam 
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SPIRE Science 
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GOODS-North as seen by SPIRE 
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SCUBA 
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Riechers, D.A. et 
al., 2013. 
A dust-obscured 
massive maximum-
starburst galaxy at a 
redshift of 6.34. 
Nature, 496(7), pp.
329–333. 
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Riechers, D.A. et al., 2013. 
A dust-obscured massive 
maximum-starburst galaxy 
at a redshift of 6.34. 
Nature, 496(7), pp.329–
333. 

Comparison of HFLS3 with Arp220 
and the Milky Way:  

•  Much larger dust and gas masses at 
comparable stellar masses. 

•  In HFLS3 40% of the baryonic mass 
is in the ISM.  

•  SFR > 2000 times that of the  Milky 
Way already at only 880 Mil years 
after Big Bang. 
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Mean IR SEDs (stacking) of interacting & normal galaxies 
at different redshifts 
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 NGC 6181 
(normal Sc) 

 Antennae 
 (merger) 

S+S 

Xu+2013 

 NGC 6181 

 Antennae 

•  Interacting galaxies at z=0.4±0.2 (red): can be fit by merger SED. 
•  Interacting galaxies at z=0.8±0.2 (blue): con be fit by normal SED. 
      (same as that of normal galaxies in the control sample). 

Interaction induced SFR enhancement decreases against z!  
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Why CO Spectral Line Energy Distribution (SLED)? 
Starburst vs. AGN Gas Heating 
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(Van der Werf et al 2010) 

Mrk 231 

(Panuzzo et al 2010)  
Upper J level 

•  CO emission 
line ladder. 

•  Radiative 
transfer 
modeling. 

•  Warm gas 
~500K in 
addition to 
known cold 
component. 

M82 

•  Detected: CO ladder, H2O, OH+, H2O+, CH+, HF 
•  X-ray driving excitation and chemistry out to 160pc. 
•  X-rays probably from central AGN. 

Upper J level 

Mrk231 

M82 

Striking difference between CO SLED of SB 
and AGN! 

AGN 

SB 
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•  Investigation of dust heating in 
M81, M83 and NGC 2403 

•  Using MIPS 70µm, PACS 
70-160µm, SPIRE 250-500µm 
data, 1.6µm 2MASS and Hα 
CCD images. 

•  70/160µm ratios strongly 
influenced by SFRs. 

•  Emission > 250µm from cold 
component that is rather 
unaffected by SF but more by 
the total stellar population. 

•  Impact on radiative modeling. 

•  Bendo et al. 2012,  MNRAS 
419, 1833  
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M81 

70/160µm 

160/250µm 

250/350µm 

350/500µm 
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HiGal Survey 
•  |b|<1deg covered by 

square tiles, scanned 
in two directions. 

•  Covering entire 
Galactic plane. 
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Hi-GAL Observing Strategy

• Each tile is observed with two oversized mutually orthogonal square rasters
– optimal track for the instrumental drifts and minimization of 1/f noise

• Oversizing ensures that …
– PACS and SPIRE overlap area is indeed 2rx2r
– we are not sensitive to time of observation in delivering a continuous 2r-wide strip
– sufficient overlap between adjacent tiles

PACS
SPIRE

The Galactic Plane
|l|<60r - |b|<1r
will be covered 
with a series of 

square tiles   
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Dwarf Planet 136472 Makemake 
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Lim et al. 2010, A&A 518, L148 

Difference of two 
observations of dwarf planet 
Makemake that were made 
44 h apart on 01-Dec-2009. 
 
Thanks to the proper motion 
of the object it appeared as 
a pair of negative and 
positive images with fluxes: 
F(250µm) = 9.5+/-3.1mJy 
F(350µm) = 7.1+/-1.8mJy 
 
This technique beats very 
efficiently confusion noise 
(~6mJy). 
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Many more topics: 
•  Lensed galaxies 
•  M31 
•  Water and CO in Arp 220 
•  Spectroscopy of evolved stars 
•  etc…. 
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Instrument Details 
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Bolometer Arrays Projected on the Sky 
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Photometer 

Spectrometer Overlapping 
Feedhorns as 
projected on 
the Sky. 

+Z (to Sun) 

+Y 

8’ 

4’ 

Beams: 18.3” x 17.0”   24.7” x 23.2”       33.4” x 35.1”     

Beams: 16.8”..21.1”   37.3”..42.0”      

2’ 

Feedhorn 
arrays 
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SPIRE in the Herschel Focal Plane 
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SPIRE Wavelength Coverage 
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Complementary to PACS 

Photometer Spectrometer 
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	  280	  km/s	  
	  420	  km/s	  

	  840	  km/s	  

SPIRE PACS 

33 K black body 

HIFI 

Continuous simultaneous coverage	
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Photometer AOT 
7 point jiggle (point source) 

7-point jiggle for point source 
photometry, to compensate 
pointing error and under-
sampling. Chopping and nodding 
at each jiggle position. 

126” chop + nod 

single 
step  
~ 6” 

small map scan (large) map 

Scan map at speeds of 30 and 
60 ”/sec is most efficient mode 
for large-area surveys. 
Parameters are optimized for full 
spatial sampling and uniform 
distribution of integration time. 
Cross scan capability (84.8o) 

Overlap  
region 

348” 

42.4o 

Scan 

Single cross scan at 84.8o 

replaces Jiggle map. Scan map 
at speeds of 30 and 60 ”/sec. 
Full spatial sampling in center of 
scans. 

42.4o 
Scan 

Fully 
sampled  
region 

~4’ 
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Observations exist in archive but 
never used for science programs. 
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Parallel Mode SPIRE and PACS 

SPIRE Geometry 

Considerable redundancy for SPIRE 
due to smaller scan distance needed 
by PACS arrays. Sample rate lowered 
from 18 to 10Hz.  

Overlap  
region 

155” orth. 

168” nom. 

42.4o 

Scan 

SPIRE 
PACS Geometry 

Even field coverage for PACS. 
Additional frame averaging needed to 
keep data rate down. Blue array 
frames are averaged by additional 
factor two compared to PACS only 
mode.  

Overlap  
region 

155” orth. 

168” nom. 

42.4o 

Scan 

PACS 

•  Scan maps at speeds of 20 and 60”/sec with PACS and SPIRE active in parallel are useful for 
large-area surveys.  
•  The distance between PACS and SPIRE apertures is 21 arcmin. 
•  Two almost orthogonal (84.8o) directions for cross scanning are available. 
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Spectrometer AOT 

Image Sampling 

Spectral Resolution 

Pointing Mode 

•  High           0.04 cm-1 

•  Medium         0.25 cm-1 

•  Low         1.0 cm-1 

•  High & Low     0.04/1.0 cm-1 

an
y 

co
m

bi
na

tio
n 

al
lo

w
ed

 

Overlapping 
spectrometer 
arrays projected 
on the sky 

•  Single Pointing 
 •  Raster Pointing 

•  Full 
 

•  Intermediate 
 

•  Sparse 
 

example 3 x 3 map 

Each color shows the unvignetted 
beams of the same array for all sampling 
positions (jiggles) at one raster position. 

unvignetted beam 
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Calibration 
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Detector Stability 
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D16 / T1 T1 / T1 

A15 / T1 D15 / T1 

D14 / T1 A14 / T1 

Most signal drifts come from temperature changes, 
as shown by the perfect correlation of  thermistor 
pixel T1 and detector signals. The resistor pixel R1 
does not vary with temperature. 

PSW array 

[sec] 

[V] 

Signal is very stable after 
correction with thermistor 
signals (1/f knee < 10mHz). 
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Flux Calibration 
•  The SPIRE flux calibration is 

based on the planets Neptune, 
for the photometer, and 
Uranus for the spectrometer. 

•  We use radiative models 
provided by Rafael Moreno. 

•  The models are estimated to 
be accurate to ~4%. 

•  Filter spectral resolution is ~3.  
 Color correction is essential! 
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Flux calibration of the SPIRE photometer 3065

Figure 1. The disc-averaged model brightness temperature of Neptune as a function of frequency and wavelength.

Figure 2. The model spectrum of Neptune on OD 168 (2009 October 29) in black along with the SRFs of the three SPIRE photometer bands (from
ftp://ftp.sciops.esa.int/pub/hsc-calibration/SPIRE/PHOT/Filters/), with the blue, green and red curves corresponding to the 250, 350 and 500 µm bands,
respectively.

of 1 yr, the brightness of Neptune exhibits ±7 per cent variations
due to the seasonally varying Herschel–Neptune distance. However,
because Neptune was only observable when it crosses through one
of two visibility windows, Neptune varied by only ±2 per cent in
brightness when it was observed by Herschel. Typical flux densities
at the nominal SPIRE wavelengths are 160, 100 and 60 Jy at 250,
350 and 500 µm, respectively. Fig. 2 shows the model spectrum
of Neptune on Herschel operational day (OD) 168 along with the
SRFs of the three SPIRE photometer bands. The slope of the Nep-
tunian submillimetre continuum is somewhat less steep than that of
a blackbody because of the increase in brightness temperature with
decreasing frequency, with lower frequencies probing deeper and
warmer parts of the troposphere. The continuum spectral indices (α
as given by S(ν) ∝ να , averaged across the bands) are 1.26, 1.39
and 1.45 for the 250, 350 and 500 µm bands, respectively.

4 OVERV IEW O F D ERIVATION
O F C A L I B R AT I O N T E R M S

Following the procedure outlined in Section 2, the derivation of
the flux calibration was broken into two steps. The first step was
to identify the shape of f (V) as given by equation (3). In these
observations, the telescope stared at a series of regions with dif-
ferent surface brightness values (thus providing a range of in-beam
flux densities). With the stationary telescope position providing a
fixed photometric background and therefore a fixed operating point
voltage, PCal flashes were applied to generate a small additional
modulation of the detector signal. This gave both a measurement

of the voltage (V) and of the change in voltage relative to a small
change in signal (dS̄Meas/dV ). For the reason explained in Section
2, it was important that the observations sample a series of regions
with widely varying surface brightnesses to provide a sufficiently
wide range of operating voltages. We used observations of bright
extended emission in Sgr A as well as several nearby background
regions to derive the unscaled calibration curves for the nominal
bias detector settings (which are used for almost all observations).
For the bright source mode, which is used for only a few sources
brighter than ∼200 Jy beam−1, we used pointings near Sgr B2.
Further details on the observations and data analysis are given in
Section 5.

Observations of the primary calibration source Neptune by each
and every bolometer were needed to set the absolute scale for the
calibration parameters. We observed the planet using a special ‘fine
scan’ map mode in which every bolometer was scanned over the
target with a finely spaced grid. We then fitted two-dimensional
Gaussian functions to the timeline data for each bolometer to deter-
mine the peak voltage (the difference between the on-target voltage
VON and the off-target voltage VOFF) measured by each bolometer
when centred on Neptune. These peak voltages were then used along
with the Neptune model flux densities to scale the flux calibration
curves. Details are given in Section 6.

The measured flux density depends on the value of V0 that is
used. Ideally V0, which corresponds to the bolometer voltage when
viewing blank sky, would be a constant over the life of the mis-
sion. However, most of the radiant power incident on the SPIRE
bolometers is from the warm telescope, and because the telescope

 at C
alifornia Institute of Technology on A

ugust 23, 2013
http://m

nras.oxfordjournals.org/
D

ow
nloaded from
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Linearity Calibration 
•  The SPIRE Spiderweb bolometers are 

very well understood and good model 
descriptions exist. 

•  Still, empirical calibration offers the 
highest level of accuracy. 

•  An internal calibration source (PCal) 
provided highly stable and reproducible 
infrared flashes illuminating all detectors 
simultaneously on top of the celestial 
background. 

•  These flashes allow to measure a  
relative detector responsivity at the 
current total flux level that is a sum of 
sky and telescope emission. 

•  for details see Bendo et al. 2013, 
MNRAS 433, 3062 
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8 G. J. Bendo et al.
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Figure 5. An example of an observation with PCal flashes in the nominal voltage mode. These are data taken by bolometer PSWE2 in a staring observation of
Sgr A* with ID 1342185872. The black squares show the individual measurements; the grey line joining the squares is used to aid in the visualisation of how
the signal varied over time. Higher voltage values correspond to the signal measured when PCal was off, while lower voltage values correspond to the signal
observed when PCal was on. The dashed red line shows the mean voltage measured during the observations ((3.2109 ± 0.0004) × 10−3 V), and the solid
red lines show the functions fitted to the timeline segments when PCal was on or off. The∆V for these data was measured as −(2.821± 0.003) × 10−5 V.
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Figure 6. An example of an observation with PCal flashes in the bright source mode. These are data taken by bolometer PSWE2 in a staring observation of
Sgr B2 with ID 1342185949. The black squares show the individual measurements; the grey line joining the squares is used to aid in the visualisation of how
the signal varied over time. Higher voltage values correspond to the signal measured when PCal was off, while lower voltage values correspond to the signal
observed when PCal was on. The solid red lines show the functions fitted to each segment of the square wave during the observations. The mean voltage and
uncertainty measured during the observations, based on the measured voltages for each step in the signal, is (1.1515 ± 0.0004) × 10−3 V). The mean and
uncertainty in the∆V for these data were measured as −(3.18± 0.04)× 10−6 V.

c© RAS, MNRAS 000, 1–19
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Figure 6. An example of an observation with PCal flashes in the bright source mode. These are data taken by bolometer PSWE2 in a staring observation of
Sgr B2 with ID 1342185949. The black squares show the individual measurements; the grey line joining the squares is used to aid in the visualisation of how
the signal varied over time. Higher voltage values correspond to the signal measured when PCal was off, while lower voltage values correspond to the signal
observed when PCal was on. The solid red lines show the functions fitted to each segment of the square wave during the observations. The mean voltage and
uncertainty measured during the observations, based on the measured voltages for each step in the signal, is (1.1515 ± 0.0004) × 10−3 V). The mean and
uncertainty in the∆V for these data were measured as −(3.18± 0.04)× 10−6 V.

c© RAS, MNRAS 000, 1–19
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Linearity Calibration 
•  Each SPIRE 

observation contains 
a sequence of 
calibration flashes. 

•  Special observations 
in bright regions were 
performed to increase 
the statistics of data 
points at bright fluxes. 

•  Thus the flux range 
for each detector was 
serendipitously filled 
in and linearity curves 
were derived for both, 
nominal, and bright 
observing modes. 
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Flux calibration of the Herschel-SPIRE photometer 9
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Figure 7. PCal flash data for PSWE2. Data are shown for both bias modes.
Lower voltages correspond to viewing brighter regions of sky. The solid
line shows the function described by Equation 3 that was fitted to the data.
The dotted lines show the mean peak and background signal measured for
Neptune in the fine scan observations described in Section 6.

Table 2. Representative signal ranges from zero point covered by PCal flash
data (in Jy beam−1)

Array Nominal Mode Bright Source Mode
Minimum Maximum Minimum Maximum
Values Values Values Values

PSW -20 400 -30 2710
PMW -20 360 -30 2200
PLW -40 270 -50 1650

0 arise from these variations in the telescope background. Users
should attach no physical interpretation to background signals be-
low 0 measured in SPIRE data, as SPIRE is only designed to mea-
sure signals relative to the background within fields and not the
absolute sky brightness.

6 SCALING THE FLUX CALIBRATION CURVE

6.1 Observing procedure

In the Neptune fine scan observations, each bolometer was scanned
over the planet in a series of parallel scan legs with∼ 2− 3 arcsec
offsets from each other. Scans were performed in four directions:
two scans were aligned with the y-axis in the instrument plane,
and two scans aligned with the z-axis in the instrument plane. Al-
together, the centre of Neptune passed within ∼ 1 arcsec of each
detector four times. The nominal voltage mode observations (ob-
servation numbers 1342186522-1342186525) were performed on
OD 168 (29 Oct 2009), while the bright source mode observations
(observation numbers 1342187438, 1342187439, 1342187507, and
1342187508) were performed on OD 201-202 (01-02 Dec 2009).

6.2 Measuring the peak signal in the timeline data

To measure the peak signal from Neptune and the background
signal, we used a Levenberg-Marquardt algorithm to fit two-
dimensional elliptical Gaussian functions to the timeline data taken
during each fine scan observation by each bolometer. The advan-
tage that timeline-based beam fitting has over map-based beam fit-
ting is that the timeline data contain the signal measurements as
sampled at their precise pointed positions whereas the map data are
affected by smearing effects related to pixelisation. The limiting
factor in the positional accuracy of the timeline measurements is
the relative pointing uncertainty of the telescope, which is <

∼
2 arc-

sec in the data used for this analysis (Pilbratt et al. 2010). In con-
trast, when the timeline data are converted into maps, the signal
from an individual sample is assigned to a square pixel area (or, as
is the case with some mapmakers using drizzle methods, the signal
is divided over multiple pixels), so some spatial information is lost.
Moreover, measurements passing across the edges of map pixels
are effectively shifted in position to the centres of the map pix-
els. Hence, mapmaking has the effect of smoothing the data, which
suppresses the peak signal from unresolved sources. In using the
timeline data, we avoid these smoothing effects, thus allowing for
more precise measurements of the peak signals.

We performed beam fitting on the data from each fine scan
observation for each individual bolometer. We first selected all data
from all bolometer samples that fell within a target radius and back-
ground annular area based on central locations selected from map
data. The position of the target aperture did not need to be accu-
rately defined, as tests with this method have demonstrated that
the central position can be offset from the target position by half
of the beam FWHM and still produce statistically similar results.
After the data for the fit were selected, the central position of the
source was treated as a free parameter in the fit. The target radius
was set to extend to the location of the minima between the peak
and the first diffraction ring of the beam profile, thus encompassing
the central part of the beam that most closely resembles a Gaussian
function. The radii were 22, 30, and 42 arcsec for the 250, 350, and
500 µm arrays, respectively. The background annulus was set to be
350 to 400 arcsec in radius, which is large enough that signal from
the outer diffraction rings is not detectable within the area. In the
nominal bias setting analysis, we used data from all scan legs that
fell within the target and background apertures. In the bright source
mode, however, we found significant drift in the background signal,
which caused problems when attempting to fit the background. In
that case, we used all data points that fell within the target aperture,
but we only selected data falling in the background aperture from
scan legs that also passed through the target aperture.

c© RAS, MNRAS 000, 1–19
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Figure 3. The SPIRE 250 µm image of Sgr A∗ from Herschel with green 8× 4 arcmin regions overlaid to show the locations where the SPIRE arrays pointed
during the nominal voltage mode observations with PCal flashes. The image was created with data from parallel-mode scan map observations 1342204102
and 1342204103 that were processed using a modified version of the standard parallel data processing pipeline and the flux calibration parameters that were
derived in this paper. The displayed area is 40× 40 arcmin with north up and east to the left.

signal, as shown in the example. This occurred mainly in the cen-
tre of Sgr B2, which is very bright compared to PCal but relatively
compact. Pointing jitter, even though at a low level, resulted in vari-
ations in the background signal that were large relative to PCal.

The techniques used to measure the change in signal∆V at a
background signal V for both the nominal and bright source volt-
age modes were similar. The steps described here were applied
to the signal from each bolometer in each observation with PCal
flashes. We first fitted lines to each segment of the square wave.
The gaps between the lines fitted to sequential steps in the square
wave gives us individual ∆V measurements. We then calculated

the mean and standard deviation of ∆V from each observation for
each bolometer after removing statistical outliers (data more than
5σ from the mean). The corresponding V values were obtained in
different ways for each voltage bias mode. For the nominal mode
data, we measured the mean and standard deviation in V using all
of the data for each bolometer in each observation, as the relatively
small variation in the signal induced by the PCal flash ultimately re-
sulted in a relatively low standard deviation in V . In the case of the
bright source mode data, we used the midpoint between the steps in
the square wave as individual V measurements and then calculated

c© RAS, MNRAS 000, 1–19

The diagrams show data 
from the photmeter 
calibration, however the 
spectrometer linearisation 
is done in the same way. 

from Bendo et al. 2013, 
MNRAS 433, 3062 
 
See also Swinyard et al. 2013, 
in prep. 
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Photometer Flux Accuracies 

•  Repeatability is ~2% 

•  Absolute accuracy of 
flux standard is 4% 

•  Conservative estimate 
of absolute flux 
calibration accuracy is 
6%  
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Repeatability at Stellar Fluxes 
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Spectrometer Flux Accuracies 

29 

33&SPIRE&FTS&Calibra/on&Update:&&
Absolute#flux:#Planets##

0.0&±&1%#SLW&
0.0&±&1%#SSW&

2.6&±&1%&SLW&
4.0&±&1%&SSW&

Uranus& Neptune&

Pointing offsets are more important for the spectrometer! 
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Spectrometer Flux Calibration Accuracy 
•  Flux Calibration Accuracy 

–  1% reproducibility of planet measurements 
–  4% uncertainty in planet models 
–  3% pointing related accuracy (SSW) 

•  Repeatability: 
–  1 - 6% for line flux; 
–  5 - 7 km/s for line velocity. 

•  Continuum flux suffers an additive term of 0.4 
Jy uncertainty due to larger uncertainties in 
telescope emission subtraction. 

30 
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Wavelength Calibration 
•  Wavelength calibration 

was obtained from 
observations of the CO-
ladder in the Orion Bar 
and checked with PNs 
like NGC 7027 
(Swinyard et al. 2013 in 
prep.). 

•  From these observations 
the uncertainty is 
estimated to be < 7km/s. 
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addition, it has a spectrum that is free of spectral features,
making it a more suitable calibrator for the Spectrometer
than Neptune, which is used as the primary standard for
the Photometer (see Bendo et al. 2013).

We adopt the Herschel ESA-4 model of the disc-
averaged brightness temperature of Uranus1, derived by Or-
ton et al. (2013) using a collision-induced absorption spec-
trum of a well-mixed H2 and He atmosphere. This absorp-
tion is combined with additional opacity modelled provi-
sionally as a mixture of H2S in the deep atmosphere that
rolls o↵ toward low pressures (⇠0.1 bars) to account for the
observed reduction in brightness temperature at lower fre-
quencies (Gri�n & Orton 1993; Serabyn & Weisstein 1996).
The basic spectrum is calibrated against Spitzer IRS data
in the mid-infrared range and against Herschel PACS pho-
tometric data in the far-infrared range. The uncertainty of
this model is discussed further in Section 6.3.

The flux density spectrum for the date of each observa-
tion is then calculated using the e↵ective solid angle of the
planet. In order to calculate this solid angle, an equatorial
radius, req, of 25 559 km and an eccentricity, e, of 0.21291
were used, where e is defined by the equatorial and polar
radii as

e =

"
r

2
eq � r

2
pol

r

2
eq

#1/2

. (14)

The apparent polar radius, rp�a is calculated as

rp�a = req

⇥
1� e

2 cos2 (�)
⇤1/2

, (15)

where � is the latitude of the sub-Herschel point. The ob-
served planetary disk is taken to have a geometric mean
radius, rgm, given by

rgm = (reqrp�a)
1/2

. (16)

For a Herschel-planet distance of DH, the observed angular
radius, ✓p, and solid angle, ⌦p, are thus

✓p =
rgm

DH
(17)

and

⌦p = ⇡✓

2
p. (18)

The values of � and DH at the time of the observation
were determined from the NASA Jet Propulsion Laboratory
(JPL) horizons ephemeris system (Giorgini et al. 1996)2.

In addition, a beam-correction factor,Kbeam, to account
for the size of Uranus in the beam was applied, assuming a
disk for the planet and a Gaussian beam shape with FWHM
values, ✓beam, from Section 5, as

Kbeam(✓
p

, ✓beam) =
1� exp(�x)

x

, (19)

with

x = 4 ln (2)

✓
✓p

✓beam

◆2

. (20)

The point-source conversion factor, Cpoint, is defined

1 The ESA-4 model for Uranus is available at
ftp://ftp.sciops.esa.int/pub/hsc-calibration/PlanetaryModels/ESA4/.
2 The ephemeris can be accessed at
http://ssd/jpl.nasa.gov/?horizons.

Figure 7. Histogram showing the o↵set of the line centre from
the expected source velocity for the routine calibrator sample.

by the ratio of the Uranus model, MUranus, to its observed
spectrum, IUranus, calibrated as an extended source using
equation 8,

Cpoint =
MUranus

IUranus
. (21)

This conversion factor has units of Jy per Wm�2 Hz�1 sr�1.
The value of Cpoint is calculated separately for high and
low resolution observations, and for the two epochs before
and after the BSM position was changed. For o↵-axis detec-
tors, observations were made with Uranus centred on each
detector. The details of the Uranus observations that were
used for the calibration are given in Table A1, including the
measured pointing o↵sets determined by Valtchanov et al.
(2013). These pointing o↵sets were corrected by applying a
correction factor derived assuming a Gaussian beam profile
(which is a good approximation for the SSW beam where
the e↵ect is largest - see Section 5). In order to minimise the
e↵ects of systematic additive noise described in Section 6.4,
a dark sky spectrum observed on the same day as the Uranus
observation was subtracted from IUranus where necessary.

4 FREQUENCY CALIBRATION

The instrumental line shape for the SPIRE FTS is a cardinal
sine function (i.e. the sinc function). The actual measured
line shape for the centre detectors has been found to be
very close to the classical sinc function (Spencer et al. 2010;
Naylor et al. 2010), which can be used to fit the observed
lines very accurately, as only negligable deviations occur in
the first negative side lobe.

The frequency calibration of an FTS is determined by
precisely matching of the measured signal with the opti-
cal path di↵erence (OPD). For an infinitely small detector
located on the optical axis, the frequency scale would be
uniquely defined by the metrology system of the moving
mirror. However, the finite aperture of the detectors and
their o↵set from the optical axis change the e↵ective OPD
(due to obliquity e↵ects; Spencer et al. 2010), and mean that

c� 2013 RAS, MNRAS 000, 1–15
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Standard Processing Pipelines (PHOT) 
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2 HERSCHEL OPEN TIME CYCLE 1 DP WORKSHOP 16-18th March 

Processed SPIRE Observations�

•  Raw Data 
Products 

•  Raw ADU counts 
converted to 
meaningful units 

•  Calibrated 
Timelines 

•  Image and 
Spectral maps 

•  Quality Control 

SPIRE 

Scan Map 

Pipeline�

•  Level 2.5 and Level 
3.0 are products that 
come from 
combinations of 
more than one 
observation. 

•  Level 2.5: pairs of 
parallel mode 
observations 

•  Level 3.0: 
combinations of 
overlapping clusters 
of observations from 
the same proposal.  

Note: This definition was different 
in HIPE 10.  
Level 2.5 was what is in Level 3.0 
of HIPE 11.  
Level 3.0 didn’t exist. 
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Standard Processing Pipelines (SPEC) 
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NHSC SPIRE Data Processing Webinars -- FTS 
Feb 10, 2012 

Level 1 products: 

•  unmodified interfergrams 
•  average spectrum (apodized) 

•  average spectrum (unapodized) 

Interferograms (stored in Level 1) 

Level 0.5 products: 

•  detector time lines  
•  scan mirror time line 

•  house keeping time lines 

The FTS Pipeline – Overall Flow Chart 

SPIRE Common Pipeline  

1. Modify Detector Timeline V(t) 

2. Create Interferogram V(x) 

3. Modify Interferogram V(x) 

4. Fourier Transform V(x)->S(σ) 

5. Modify Spectra S(σ) 

(extended source flux cal.) 

6. Create Level-2 products 

Spectral cube if a mapping obs, or 

a point-source spectrum for the  
central detectors (SSWD4/SLWC3) 
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Demo 
•  Retrieve observation context from pool 
•  Look at Level 2 products 
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