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Detector Stability 
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Most signal drifts come from temperature changes, 
as shown by the perfect correlation of  thermistor 
pixel T1 and detector signals. The resistor pixel R1 
does not vary with temperature. 
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Signal is very stable after 
correction with thermistor 
signals (1/f knee < 10mHz). 
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Linearity Calibration 
•  The SPIRE Spiderweb bolometers are 

very well understood and good model 
descriptions exist. 

•  Still, empirical calibration offers the 
highest level of accuracy. 

•  An internal calibration source (PCal) 
provided highly stable and reproducible 
infrared flashes illuminating all detectors 
simultaneously on top of the celestial 
background. 

•  These flashes allow to measure a  
relative detector responsivity at the 
current total flux level that is a sum of 
sky and telescope emission. 

•  for details see Bendo et al. 2013, 
MNRAS 433, 3062 
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Figure 5. An example of an observation with PCal flashes in the nominal voltage mode. These are data taken by bolometer PSWE2 in a staring observation of
Sgr A* with ID 1342185872. The black squares show the individual measurements; the grey line joining the squares is used to aid in the visualisation of how
the signal varied over time. Higher voltage values correspond to the signal measured when PCal was off, while lower voltage values correspond to the signal
observed when PCal was on. The dashed red line shows the mean voltage measured during the observations ((3.2109 ± 0.0004) × 10−3 V), and the solid
red lines show the functions fitted to the timeline segments when PCal was on or off. The∆V for these data was measured as −(2.821± 0.003) × 10−5 V.
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Figure 6. An example of an observation with PCal flashes in the bright source mode. These are data taken by bolometer PSWE2 in a staring observation of
Sgr B2 with ID 1342185949. The black squares show the individual measurements; the grey line joining the squares is used to aid in the visualisation of how
the signal varied over time. Higher voltage values correspond to the signal measured when PCal was off, while lower voltage values correspond to the signal
observed when PCal was on. The solid red lines show the functions fitted to each segment of the square wave during the observations. The mean voltage and
uncertainty measured during the observations, based on the measured voltages for each step in the signal, is (1.1515 ± 0.0004) × 10−3 V). The mean and
uncertainty in the∆V for these data were measured as −(3.18± 0.04)× 10−6 V.
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Figure 6. An example of an observation with PCal flashes in the bright source mode. These are data taken by bolometer PSWE2 in a staring observation of
Sgr B2 with ID 1342185949. The black squares show the individual measurements; the grey line joining the squares is used to aid in the visualisation of how
the signal varied over time. Higher voltage values correspond to the signal measured when PCal was off, while lower voltage values correspond to the signal
observed when PCal was on. The solid red lines show the functions fitted to each segment of the square wave during the observations. The mean voltage and
uncertainty measured during the observations, based on the measured voltages for each step in the signal, is (1.1515 ± 0.0004) × 10−3 V). The mean and
uncertainty in the∆V for these data were measured as −(3.18± 0.04)× 10−6 V.
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Linearity Calibration 
•  Each SPIRE 

observation contains 
a sequence of 
calibration flashes. 

•  Special observations 
in bright regions were 
performed to increase 
the statistics of data 
points at bright fluxes. 

•  Thus the flux range 
for each detector was 
serendipitously filled 
in and linearity curves 
were derived for both, 
nominal, and bright 
observing modes. 
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Flux calibration of the Herschel-SPIRE photometer 9

2.6 2.8 3.0 3.2 3.4
V (mV)

-50

-40

-30

1/
Δ

V 
(1

/m
V)

PSWE2 (nominal)

0.8 0.9 1.0 1.1 1.2 1.3
V (mV)

-500

-400

-300

1/
Δ

V 
(1

/m
V)

PSWE2 (bright)

Figure 7. PCal flash data for PSWE2. Data are shown for both bias modes.
Lower voltages correspond to viewing brighter regions of sky. The solid
line shows the function described by Equation 3 that was fitted to the data.
The dotted lines show the mean peak and background signal measured for
Neptune in the fine scan observations described in Section 6.

Table 2. Representative signal ranges from zero point covered by PCal flash
data (in Jy beam−1)

Array Nominal Mode Bright Source Mode
Minimum Maximum Minimum Maximum
Values Values Values Values

PSW -20 400 -30 2710
PMW -20 360 -30 2200
PLW -40 270 -50 1650

0 arise from these variations in the telescope background. Users
should attach no physical interpretation to background signals be-
low 0 measured in SPIRE data, as SPIRE is only designed to mea-
sure signals relative to the background within fields and not the
absolute sky brightness.

6 SCALING THE FLUX CALIBRATION CURVE

6.1 Observing procedure

In the Neptune fine scan observations, each bolometer was scanned
over the planet in a series of parallel scan legs with∼ 2− 3 arcsec
offsets from each other. Scans were performed in four directions:
two scans were aligned with the y-axis in the instrument plane,
and two scans aligned with the z-axis in the instrument plane. Al-
together, the centre of Neptune passed within ∼ 1 arcsec of each
detector four times. The nominal voltage mode observations (ob-
servation numbers 1342186522-1342186525) were performed on
OD 168 (29 Oct 2009), while the bright source mode observations
(observation numbers 1342187438, 1342187439, 1342187507, and
1342187508) were performed on OD 201-202 (01-02 Dec 2009).

6.2 Measuring the peak signal in the timeline data

To measure the peak signal from Neptune and the background
signal, we used a Levenberg-Marquardt algorithm to fit two-
dimensional elliptical Gaussian functions to the timeline data taken
during each fine scan observation by each bolometer. The advan-
tage that timeline-based beam fitting has over map-based beam fit-
ting is that the timeline data contain the signal measurements as
sampled at their precise pointed positions whereas the map data are
affected by smearing effects related to pixelisation. The limiting
factor in the positional accuracy of the timeline measurements is
the relative pointing uncertainty of the telescope, which is <

∼
2 arc-

sec in the data used for this analysis (Pilbratt et al. 2010). In con-
trast, when the timeline data are converted into maps, the signal
from an individual sample is assigned to a square pixel area (or, as
is the case with some mapmakers using drizzle methods, the signal
is divided over multiple pixels), so some spatial information is lost.
Moreover, measurements passing across the edges of map pixels
are effectively shifted in position to the centres of the map pix-
els. Hence, mapmaking has the effect of smoothing the data, which
suppresses the peak signal from unresolved sources. In using the
timeline data, we avoid these smoothing effects, thus allowing for
more precise measurements of the peak signals.

We performed beam fitting on the data from each fine scan
observation for each individual bolometer. We first selected all data
from all bolometer samples that fell within a target radius and back-
ground annular area based on central locations selected from map
data. The position of the target aperture did not need to be accu-
rately defined, as tests with this method have demonstrated that
the central position can be offset from the target position by half
of the beam FWHM and still produce statistically similar results.
After the data for the fit were selected, the central position of the
source was treated as a free parameter in the fit. The target radius
was set to extend to the location of the minima between the peak
and the first diffraction ring of the beam profile, thus encompassing
the central part of the beam that most closely resembles a Gaussian
function. The radii were 22, 30, and 42 arcsec for the 250, 350, and
500 µm arrays, respectively. The background annulus was set to be
350 to 400 arcsec in radius, which is large enough that signal from
the outer diffraction rings is not detectable within the area. In the
nominal bias setting analysis, we used data from all scan legs that
fell within the target and background apertures. In the bright source
mode, however, we found significant drift in the background signal,
which caused problems when attempting to fit the background. In
that case, we used all data points that fell within the target aperture,
but we only selected data falling in the background aperture from
scan legs that also passed through the target aperture.

c© RAS, MNRAS 000, 1–19
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Figure 3. The SPIRE 250 µm image of Sgr A∗ from Herschel with green 8× 4 arcmin regions overlaid to show the locations where the SPIRE arrays pointed
during the nominal voltage mode observations with PCal flashes. The image was created with data from parallel-mode scan map observations 1342204102
and 1342204103 that were processed using a modified version of the standard parallel data processing pipeline and the flux calibration parameters that were
derived in this paper. The displayed area is 40× 40 arcmin with north up and east to the left.

signal, as shown in the example. This occurred mainly in the cen-
tre of Sgr B2, which is very bright compared to PCal but relatively
compact. Pointing jitter, even though at a low level, resulted in vari-
ations in the background signal that were large relative to PCal.

The techniques used to measure the change in signal∆V at a
background signal V for both the nominal and bright source volt-
age modes were similar. The steps described here were applied
to the signal from each bolometer in each observation with PCal
flashes. We first fitted lines to each segment of the square wave.
The gaps between the lines fitted to sequential steps in the square
wave gives us individual ∆V measurements. We then calculated

the mean and standard deviation of ∆V from each observation for
each bolometer after removing statistical outliers (data more than
5σ from the mean). The corresponding V values were obtained in
different ways for each voltage bias mode. For the nominal mode
data, we measured the mean and standard deviation in V using all
of the data for each bolometer in each observation, as the relatively
small variation in the signal induced by the PCal flash ultimately re-
sulted in a relatively low standard deviation in V . In the case of the
bright source mode data, we used the midpoint between the steps in
the square wave as individual V measurements and then calculated

c© RAS, MNRAS 000, 1–19

The diagrams show data 
from the photmeter 
calibration, however the 
spectrometer linearisation 
is done in the same way. 

from Bendo et al. 2013, 
MNRAS 433, 3062 
 
See also Swinyard et al. 2013, 
in prep. 
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Flux Calibration Standards 
•  The SPIRE flux calibration is 

based on point sources. 

•  Neptune, for the photometer, 
and Uranus for the 
spectrometer. 

•  We use radiative models 
provided by Rafael Moreno. 

•  The models are estimated to 
be accurate to ~4%. 

•  Filter spectral resolution is ~3.  
 Color correction is essential! 
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Figure 1. The disc-averaged model brightness temperature of Neptune as a function of frequency and wavelength.

Figure 2. The model spectrum of Neptune on OD 168 (2009 October 29) in black along with the SRFs of the three SPIRE photometer bands (from
ftp://ftp.sciops.esa.int/pub/hsc-calibration/SPIRE/PHOT/Filters/), with the blue, green and red curves corresponding to the 250, 350 and 500 µm bands,
respectively.

of 1 yr, the brightness of Neptune exhibits ±7 per cent variations
due to the seasonally varying Herschel–Neptune distance. However,
because Neptune was only observable when it crosses through one
of two visibility windows, Neptune varied by only ±2 per cent in
brightness when it was observed by Herschel. Typical flux densities
at the nominal SPIRE wavelengths are 160, 100 and 60 Jy at 250,
350 and 500 µm, respectively. Fig. 2 shows the model spectrum
of Neptune on Herschel operational day (OD) 168 along with the
SRFs of the three SPIRE photometer bands. The slope of the Nep-
tunian submillimetre continuum is somewhat less steep than that of
a blackbody because of the increase in brightness temperature with
decreasing frequency, with lower frequencies probing deeper and
warmer parts of the troposphere. The continuum spectral indices (α
as given by S(ν) ∝ να , averaged across the bands) are 1.26, 1.39
and 1.45 for the 250, 350 and 500 µm bands, respectively.

4 OVERV IEW O F D ERIVATION
O F C A L I B R AT I O N T E R M S

Following the procedure outlined in Section 2, the derivation of
the flux calibration was broken into two steps. The first step was
to identify the shape of f (V) as given by equation (3). In these
observations, the telescope stared at a series of regions with dif-
ferent surface brightness values (thus providing a range of in-beam
flux densities). With the stationary telescope position providing a
fixed photometric background and therefore a fixed operating point
voltage, PCal flashes were applied to generate a small additional
modulation of the detector signal. This gave both a measurement

of the voltage (V) and of the change in voltage relative to a small
change in signal (dS̄Meas/dV ). For the reason explained in Section
2, it was important that the observations sample a series of regions
with widely varying surface brightnesses to provide a sufficiently
wide range of operating voltages. We used observations of bright
extended emission in Sgr A as well as several nearby background
regions to derive the unscaled calibration curves for the nominal
bias detector settings (which are used for almost all observations).
For the bright source mode, which is used for only a few sources
brighter than ∼200 Jy beam−1, we used pointings near Sgr B2.
Further details on the observations and data analysis are given in
Section 5.

Observations of the primary calibration source Neptune by each
and every bolometer were needed to set the absolute scale for the
calibration parameters. We observed the planet using a special ‘fine
scan’ map mode in which every bolometer was scanned over the
target with a finely spaced grid. We then fitted two-dimensional
Gaussian functions to the timeline data for each bolometer to deter-
mine the peak voltage (the difference between the on-target voltage
VON and the off-target voltage VOFF) measured by each bolometer
when centred on Neptune. These peak voltages were then used along
with the Neptune model flux densities to scale the flux calibration
curves. Details are given in Section 6.

The measured flux density depends on the value of V0 that is
used. Ideally V0, which corresponds to the bolometer voltage when
viewing blank sky, would be a constant over the life of the mis-
sion. However, most of the radiant power incident on the SPIRE
bolometers is from the warm telescope, and because the telescope

 at C
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Point Source Photometry 
•  The SPIRE calibration is based on point source photometry (Prime 

calibrator: Neptune) 
•  Standard SPIRE unit is Jy/beam 
•  When a detector is scanned centrally over a point source, the peak 

deflection of the signal timeline equals the brightness of the source. 
•  The spire broad-band photometry is quantified as monochromatic flux 

density at a reference wavelength (250, 350, 500µm) assuming a reference 
spectrum of νFν = const. 

•  For a different reference spectrum a color correction must be applied. 
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Scan of detector 
PSWE8 over 
Neptune, 
obsid 1342187440 Point source flux 

The Timeline Fitter was used for 
the flux calibration with Neptune. 
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Photometer Flux Accuracies 
•  Repeatability is ~2% 

•  Absolute accuracy 
of flux standard is 
4% 

•  Conservative 
estimate of absolute 
flux calibration 
accuracy is 6%  
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Repeatability at Stellar Fluxes 
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Uncertainties 
•  Uncertainty in the derived flux 

–  Includes the instrument 
–  Confusion noise  

•  (minimum of  about 5 mJy for point sources) 
–  Background estimate 

•  Point Sources (based on peak photometry with Timeline Fitter) 
–  2% statistical reproducibility 
–  4% absolute level of Neptune model  

•  (systematic) 
•  Extended Sources (assuming aperture correction is understood) 

–  2% statistical reproducibility 
–  4% absolute level of Neptune model  

•  (systematic) 
–  4% uncertainty in solid angle determination  

•  (systematic) 
•  This one will be substantially reduced in the next version. 
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