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• C/O ratio controls the nature of terrestrial planets
• A high C/O ratio implies that elements such as Ca, Fe 

and Ti are locked up during condensation as carbides, 
sulfides and nitrides rather than silicates and oxides

• The internal oxidation state then strongly influences the 
formation and evolution of the core, mantle, and crust of 
differentiated (exo)planets

• The overall C/O ratio is an important parameter for 
characterizing exoplanetary atmospheres

• ISM observations allow the determination of the initial 
C/O elemental ratio in planet-forming disks

C/O Ratio
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We place constraints on the temperature structure and chem-
ical compositions of six hot Jupiters with different levels of in-
cident irradiation: XO-1b, CoRoT-2b, WASP-14b, WASP-19b,
WASP-12b, and WASP-33b. In each case, we explore models
with and without thermal inversions and with different C/O
ratios. For each system, we identify sample models with dif-
ferent C/O ratios and/or thermal inversions that can explain
the data in a self-consistent manner. And based on the model
fits to the data, we discuss new observations that might help
further constrain the C/O ratio and thermal structure of each
planet.

We also investigate in detail the observable effects of the C/O
ratio on the major molecular species. Similar studies have been
reported in the past by Kuchner & Seager (2005), Seager et al.
(2005), and Madhusudhan et al. (2011c). For given elemental
abundances (e.g., Asplund et al. 2005), with a prescribed C/O
ratio, and thermodynamic conditions (P and T) we compute the
concentrations of the major species of carbon and oxygen in
chemical equilibrium. For this purpose, we use the equilibrium
chemistry code originally developed by Seager & Sasselov
(2000) and subsequently used in several recent works (Seager
et al. 2005; Miller-Ricci et al. 2009; Madhusudhan & Seager
2011). The code calculates gas phase molecular mixing ratios
for 172 molecules, resulting from abundances of 23 atomic
species, by minimizing the net Gibbs free energy of the system.
The multi-dimensional Newton–Raphson method described in
White et al. (1958) is used for the minimization. The free
energies of the molecules are calculated using polynomial fits
based on Sharp & Huebner (1990).

We study the influence of C/O ratio on all the spectro-
scopically dominant species containing C and O in hydrogen-
dominated atmospheres, in chemical equilibrium. Depending
on the C/O ratio those species include H2O, CH4, CO, CO2,
C2H2, and HCN. Chemical equilibrium is a valid assumption
for the highly irradiated atmospheres we consider in this study
(e.g., Moses et al. 2011). However, for cooler planets, non-
equilibrium chemistry in the form of vertical eddy mixing and
photochemistry can cause significant changes in the molecular
mixing ratios, and hence, affect their spectral signatures (Zahnle
et al. 2009; Line et al. 2010; Madhusudhan & Seager 2011;
Moses et al. 2011; Visscher & Moses 2011). We consider the
effect of C/O ratio on non-equilibrium chemistry of hot Jupiter
atmospheres in a companion study (Moses et al. 2012).

3. C/O RATIO AS A DIMENSION FOR
ATMOSPHERIC CHARACTERIZATION

In this section, we study the influence of the C/O ratio on
the atmospheric properties of cloud-free hydrogen-dominated
atmospheres. Spectra of such atmospheres are dominated by
features of oxygen and carbon based molecules, O and C being
cosmically the most abundant elements after H and He. For a
given pressure–temperature (P–T) profile, the C/O ratio is the
most critical parameter that governs the concentrations of the
dominant O and C bearing species, and, therefore, affects their
spectral features and their influences on thermal profiles. Several
studies have discussed the effect of the C/O ratio on these
various aspects of hydrogen-dominated atmospheres (Kuchner
& Seager 2005; Seager et al. 2005; Helling & Lucas 2009;
Madhusudhan et al. 2011c; Kopparapu et al. 2012). Here, we
explore a wider range of temperatures and C/O ratios and re-
evaluate the effects of the C/O ratio from the standpoint of key
observables.

Figure 1. Effect of C/O ratio on the volume mixing ratios of major species
in H2-dominated atmospheres in chemical equilibrium. The solid curves show
mixing ratios, with respect to H2, of H2O, CO, CH4, CO2, C2H2, C2H4, and
HCN, at representative conditions (T ∼ 2000 K, P ∼ 1 bar) in observable
atmospheres of irradiated giant planets. A sharp transition in the abundances of
all the molecules, except CO, occurs at C/O = 1. The dotted vertical line marks
C/O = 0.54, corresponding to solar elemental abundances. Compared to solar
abundance mixing ratios, H2O is depleted and CH4 is enhanced by over two
orders of magnitude each for C/O ! 1.
(A color version of this figure is available in the online journal.)

3.1. Effect of C/O on C and O Chemistry

At high temperatures, two distinct regimes of atmospheric
chemistry can be identified based on the C/O ratio. Figure 1
shows the mixing ratios of major O and C based molecules
as a function of the C/O ratio, for nominal conditions in the
observable atmospheres of hot Jupiters (T = 2000 K, P = 1
bar). A sharp transition in the abundances of all the molecules,
except CO, occurs at C/O = 1. For example, in going from the
oxygen-rich solar abundances with C/O = 0.5 to a carbon-rich
value of 1.5, the H2O mixing ratio drops by about three orders
of magnitude and the CH4 mixing ratio increases by over three
orders of magnitude. In addition, several hydrocarbons besides
CH4, such as C2H2, C2H4, and HCN, also become markedly
abundant for C/O ! 1, whereas CO2 becomes negligible, as
shown in Figure 1. These extreme changes represent the two
distinctly observable differences between oxygen-rich (C/O <
1) and carbon-rich (C/O > 1) atmospheres at high temperatures,
which make hot Jupiters ideal laboratories for constraining C/O
ratios. On the other hand, at these T and P the CO abundance
for C/O between 0.5 and 1.5 remains nearly unchanged in
comparison. Consequently, the CO/H2O ratio, which is nearly
unity for C/O = 0.5, can attain values of up to 10–104 for higher
C/O ratios.

The influence of C/O on the molecular abundances is tem-
perature dependent, as shown in Figure 2. The mixing ratios of
the major species H2O, CO, and CH4 in a hydrogen-dominated
atmosphere are governed by the following summary reaction:

CH4 + H2O " CO + 3H2. (1)

At a nominal pressure (P) of ∼1 bar, reaction (1) favors
the conversion of CH4 to CO at high T (#1300 K), and the
reverse reaction is favored at lower T. Consequently, CH4 is
the dominant carbon-bearing molecule at low T and CO is the
dominant carbon-bearing molecule at high T. In an atmosphere
with a solar abundance composition (C/O = 0.5) which has
surplus oxygen, most of the oxygen is contained in H2O at low
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Table 1
Evaporation Temperatures and Abundances of O and C in Different Forms

with Respect to Hydrogen

Species Tevap
a nO nC

(K) (10−4×nH) (10−4×nH)

CO 18–22 (20) 0.9–2b (1.5) 0.9–2b (1.5)
CO2 42–52 (47) 0.6b 0.3b

H2O 120–150 (135) 0.9b

Carbon grains >150 (500) 0.6–1.2c (0.6)
Silicate ∼1500 (1500) 1.4c

Notes. Adopted model values are in parentheses.
a The range of temperatures for ices corresponds to gas densities 108–1012 cm−3

suitable for disk midplanes.
b From ice and gas observations toward the CBRR 2422.8-3423 disk (Pontop-
pidan 2006).
c The range corresponds to estimates of organic content (Draine 2003). The
lower value is adopted to obtain a solar C/O ratio. Silicate abundance is 1.2 from
Whittet (2010) and 1.4 takes into account the additional refractory component.

bodies, and on the importance of core dredging, i.e., how isolated
the atmosphere is from the core. In the simplest case, the core
and atmosphere are completely isolated from each other, and the
atmosphere is built up purely from gas. We therefore begin with
only considering gas accretion, and then show how the expected
atmosphere composition is modified by adding planetesimal ac-
cretion.

Once a core is massive enough to begin runaway accretion of
a gas envelope, this accretion most likely happens faster than the
planet can migrate due to interactions with the disk. D’Angelo &
Lubow (2008) estimate that a planet migrates inward by <20%
of its semi-major axis during runaway growth. We therefore
assume that the planetary envelope is accreted between the
same set of snowlines where accretion started. As a first step,
we further assume that grains contributing to the atmosphere
come from the same location as the gas (which need not be the
case) and that gas and grain compositions are constant between
each set of snowlines. Finally, we assume that the snowlines
are static, which is justified by the long timescales at which
disk midplane temperatures change in disks older than 106 years
(when gas giants are proposed to form) compared to the 105 year
timescales of runaway gas accretion (Lissauer et al. 2009;
Dodson-Robinson et al. 2009). Specifically, the temperature
structure is set by viscous dissipation in the inner disk and
irradiation by the central star in the outer disk (D’Alessio
et al. 1998), and both accretion and stellar luminosity decay on
106 year timescales at the time of planetary envelope accretion
(e.g., Hartmann et al. 1998; Siess et al. 2000). We return to these
considerations in Section 3.

We estimate the total abundances (grain + gas) of the major
O- and C-containing species in typical disks from a combination
of ice observations of a protoplanetary disk (Pontoppidan 2006)
and grain compositions in the dense interstellar medium (ISM;
Table 1). The main O carriers are H2O, CO2 and CO ices, CO
gas and silicates, and an additional refractory oxygen component
(Whittet 2010). The main C carriers are CO, CO2, and a range
of organics and carbon grains (Draine 2003). The evaporation
temperature of the latter carbon sources are unknown, and a
high evaporation temperature is adopted to prevent this unknown
carbon component from influencing the model outcome; if any
of this carbon is present in more volatile forms, it will enhance
the gas-phase C/O ratio further. The sublimation temperature
for silicate grains is set to 1500 K. For all other molecules,

Figure 1. C/O ratio in the gas and in grains, assuming the temperature structure
of a “typical” protoplanetary disk around a solar-type star (T0 is 200 K and
q = 0.62). The H2O, CO2, and CO snowline are marked for reference.

we calculate the density-dependent sublimation temperatures
following the prescription of Hollenbach et al. (2009) using
binding energies of H2O, CO2, and CO of 5800 K, 2000 K,
and 850 K (Collings et al. 2004; Fraser et al. 2001; Aikawa
et al. 1996). A complication is the observed ease with which
H2O can trap other molecules in its ice matrix. It is however
difficult to trap more than 5%–10% of the total CO abundance
in H2O ice (Fayolle et al. 2011) and we therefore ignore
this process.

The radii of different snowlines are set by the disk temperature
profile. Consistent with the temperature profile derived from
the compositions of solar system bodies (Lewis 1974) and
with observations of protoplanetary disks (Andrews & Williams
2005, 2007) we adopt a power-law profile,

T = T0 ×
( r

1 AU

)−q

, (1)

where T0 is the temperature at 1 AU and q is the power-law
index. In a large sample of protoplanetary disks, the average T0
is 200 K and q = 0.62 (Andrews & Williams 2007). Figure 1
displays the C/O in the gas and in grains in the disk midplane
as a function of distance from the young star for this average
disk profile. Between the H2O and CO snowlines, the gas-phase
C/O ratio increases as O-rich ices condense, with the maximum
C/O ∼ 1 reached between the CO2 and CO sublimation lines
at 10–40 AU. In the case of completely isolated core and
atmosphere accretion, the atmospheric C/O ratios will reflect
the gas-phase abundances, resulting in C enrichments beyond
the H2O snowline.

The size and position of the disk region where the C/O ratio
in the gas reaches unity depend on the disk temperature profile.
A more luminous star will heat the disk further, pushing the
various snowlines outward, while the steepness of the disk
temperature profile determines the spacing of the different
snowlines. Figure 2 compares protoplanetary disk thermal
profiles from Andrews & Williams (2005), which sample stars
with a range of spectral types, with the “typical” disk profile
from Figure 1. In all cases, the gas-phase C/O ratio is enhanced
in regions associated with gas-giant formation, i.e., a few to a
few tens of AU. Formation of C-rich atmospheres from oxygen-
depleted gas accretion can therefore operate in most planet-
forming disks

The high metallicity of giant planets in our own so-
lar system as well as planet formation models suggest that
the atmosphere can be significantly polluted by evaporating
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• First ion-molecule reaction schemes (Herbst & 
Klemperer, Dalgarno & Black): fundamental reservoirs 
CO, H2O, and O2

• C/O~ 0.5: nearly all C should be in CO, with plenty of 
O left over for H2O and O2

• CO was confirmed by mm spectroscopy at ~10-4 of H2

• Herschel observations showed that H2O abundance 
is universally low at ~10-6, and O2 even lower <5×10-8

• Within simple chemistry models the only solution is to 
have a short pre-stellar phase (0.1 Myr) to prevent all 
oxygen from being turned into water

• O may be in some refractory form (unidentified 
depleted oxygen or UDO), that does not vaporize or 
atomize even in strong shocks

• Atomic oxygen is an important part of the O budget

Whittet 2010 – Goldsmith+ 2011, 
Liseau+ 2012, van Dishoeck+ 2021
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Figure 3. Schematic overview of the distribution of oxygen between
major reservoirs over a wide range of interstellar environments, combining
observations of element depletion in the diffuse ISM with those of ices and
gaseous CO in the prototypical dense cloud. The total range of the ordinate
corresponds to the adopted reference abundance for oxygen (575 ppm). The
abscissa represents mean line-of-sight number density (see Section 3.2) and is
not the same as the real physical number density at which important processes
occur. The vertical dashed line denotes the effective observational limit on
depletion studies imposed by the UV opacity of the ISM at higher densities.
The “silicates and oxides” region is bounded by the lower of the two thick
solid curves in Figure 1. The “CO gas” and “ices” regions are based on the
fits to data shown in this figure (inverted for display). The area labeled UDO
(unidentified depleted oxygen) is bounded by the median of the upper and
lower curves for O in Figure 1; a speculative extrapolation to densities higher
than those sampled by the relevant observations is also shown (dotted curve).

A tight linear correlation is demonstrated between 〈nH〉 and
F∗, given by

F∗ = 0.772 + 0.461 log 〈nH〉 (6)

(Jenkins 2009), and this equation enables a simple conversion
of the depletion data: Figure 3 includes a representation of the
mean trends for silicates/oxides and elemental O from Figure 1,
replacing F∗ with 〈nH〉 as the abscissa via Equation (6). To
replot the trends in Figure 2 in the same way requires a value
to be adopted for the effective column length L. Factoring the
individual distances to the background stars used to establish the
correlations into this conversion would introduce random scatter
arising from the arbitrary length of the segment of each column
lying behind the cloud (where no significant contribution to the
column density is expected). Instead I adopt a single value for
L, chosen to be the distance to HD 29647 (Table 1). This star
is situated close to the rear boundary of the Taurus complex
(Whittet et al. 2004) and appears to be an appropriate delineator
between diffuse and dense regimes for reasons discussed above.
Adopting a different value for L would simply introduce a
horizontal displacement of the molecular zones (ices and CO)
in Figure 3 relative to the depletion curves.

4. DISCUSSION

4.1. Overview

The purpose of Figure 3 is to present a schematic overview
of the distribution of oxygen between major reservoirs over a

wide range of interstellar environments, combining the trends
determined from the observations of diffuse and dense regions
of the ISM described in the previous sections. The total range
of the ordinate is set to the adopted reference abundance for
interstellar oxygen (575 ppm; Przybilla et al. 2008). The vertical
dashed line denotes the effective observational limit on depletion
studies imposed by the high extinction of UV flux from stars that
sample dense regions. Extrapolation of the trend for silicates and
oxides from the diffuse ISM to higher density is justified, based
on the non-volatile nature of these materials and spectroscopic
detection of silicates in dense clouds (e.g., Bowey et al. 1998).
A much more speculative extrapolation of the UDO region is
also shown.

The well documented problem of the oxygen budget in the
dense ISM is evident in Figure 3: the combined contributions
of gaseous CO, ices and silicate/oxide dust account for no
more than ∼300 ppm of the O at high density. So even if a
significantly lower reference abundance is adopted for O (e.g.,
the solar value of 490 ppm proposed by Asplund et al. 2009)
there remains a substantial shortfall. As previously noted, it does
not appear possible to account for this discrepancy in terms of
known interstellar gas-phase molecules (Section 1) or additional
ice constituents (Section 3). This finding is inconsistent with
the results of time-dependent models developed by Hollenbach
et al. (2009), which predict that essentially all of the O not in
silicates/oxides should eventually be processed into gaseous
CO and ices in shielded regions deep within a molecular cloud.
The Taurus cloud may still be evolving toward such a state,
but it nevertheless seems unlikely that these two reservoirs can
entirely solve the problem. The diffuse-ISM data imply that
an additional reservoir of depleted oxygen was already present
before the ice formation process began, and this could have
limited the availability of atomic O to make ices. If the reservoir
represented by UDO persists in the dense ISM (Figure 3), it
contains enough O to explain the shortfall.

Only two elements, H and C, are abundant enough to combine
with O in quantities sufficient to account for the depleted O not
in silicates and oxides in the diffuse ISM (assuming O2 is not
a major player for reasons already discussed). The remainder
of this section attempts to address two key questions: What
constraints can be placed on the nature of the UDO in the diffuse
ISM, and how might this reservoir evolve as matter is cycled
between diffuse and dense phases of the ISM?

4.2. Water–Ice and Hydrated Silicates

Solid H2O is an obvious H-bearing candidate, but the intrinsic
strength of the absorption feature produced by its O–H vibra-
tional mode at 3.0 µm provides a rather stringent test for its
presence as a component of the dust in the diffuse ISM. Whittet
et al. (1997) set a limit of <2 ppm for the abundance of O in
this form toward the highly reddened star Cyg OB2 no. 12. This
result is consistent with the “threshold effect” observed in the
dense ISM (Section 3.1), which implies that ices are lacking
in the diffuse outer layers of molecular clouds. Jenkins (2009)
notes that thick ice mantles on large (>1 µm) grains would be
hard to detect spectroscopically, in which case this limit might be
relaxed somewhat; selective desorption of mantles from smaller
grains might then be understood in terms of transient heating in-
duced by absorption of individual energetic photons. However,
the grain size distribution is regulated by shattering caused by
grain–grain collisions in shock waves (Jones et al. 1996; Slavin
et al. 2004), which results in a rapid (power-law) decline in
numbers with increasing radius (see Figure 19 of Zubko et al.

IR/FIR

UV
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FIR Spectroscopy of [OI]
differs sharply from what we find with the more modern
collision rate coefficients discussed in Section 2.

The upGREAT instrument on the Stratospheric Observatory
for Infrared Astronomy (SOFIA) now offers the possibility of
velocity-resolved spectroscopy of both [O I] lines, and recent
observations (e.g., Leurini et al. 2015; Schneider et al. 2018;
Mookerjea et al. 2019) have confirmed earlier suggestions
(above references and Boreiko & Betz 1996) that optical depth
effects are significant. [O I] spectra from SOFIA as well as
those anticipated from the upcoming balloon mission GUSTO
(https://www.nasa.gov/press-release/nasa-selects-mission-to-
study-churning-chaos-in-our-milky-way-and-beyond) suggest
that modeling tools that can predict line profiles as well as
intensities will be very valuable. Anticipated new far-infrared
spectroscopic observatories, including the ESA/JAXA M-Class
Mission SPICA (Roelfsema et al. 2018) and the Origins Space
Telescope proposed to the 2020 Decadal Survey (Leisawitz et al.
2018), will cover these spectral lines, albeit with a velocity
resolution insufficient for detailed line profile studies of Galactic
sources.

This paper is intended to take a step in this direction by
presenting model results obtained with the Molpop–CEP
statistical equilibrium/radiative transfer code (Elitzur &
Asensio Ramos 2006; Asensio Ramos & Elitzur 2018). This
code overcomes a major limitation of the commonly used large
velocity gradient (LVG) model (e.g., Goldreich & Kwan 1974),
which assumes that as a result of a large spatial velocity
gradient, the radiative transfer is purely local, so that different
portions of the spectral line are produced in different portions
of the cloud. While satisfactory for many purposes and
extremely computationally efficient, the LVG approximation
is not able to model regions with very different physical
conditions having the same velocity. Such regions are thus able
to exchange photons, resulting in, for example, self-absorption
features. Radiative transfer models that can handle interchange
of photons more generally (e.g., Rybicki & Hummer 1991) are
much more computationally demanding than LVG. The
Molpop–Cep code achieves accuracy comparable to state-of-
the-art accelerated Λ-iteration (ALI) codes while being orders
of magnitude more rapid for cases with the many zones
required to handle high optical depths (see discussion in Elitzur
& Asensio Ramos 2006).

This paper is organized as follows. In Section 2 we discuss
the fine-structure energy level structure of [O I] and recent
results on collisions with molecular and atomic hydrogen, and
in Section 2.2 we describe the behavior of the lines in the
optically thin and optically thick limits. In Section 3 we present
representative line profiles for a cloud with uniform conditions,
and in Section 4 we give results for line intensities and line
ratios as a function of H2 density, kinetic temperature, and
atomic oxygen column density.

2. [O I] Fine Structure Levels and Collisional Excitation

The oxygen atom in its ground electronic state has three fine
structure levels. As shown in Figure 1, they are inverted in
energy, with the P3

0 level having the highest energy and the 3P2
the lowest. The two allowed transitions are also indicated; the
3P0–

3P2 transition has a spontaneous decay rate approximately
a factor of 105 smaller and can be ignored for astronomical
purposes. Information about the three fine structure transitions
is given in Table 1. The collisional deexcitation rate coefficients
are for a kinetic temperature of 100 K from Lique et al. (2018).

These authors calculate the rate coefficients for H2 in the J=1
and J=0 states individually, as well as the rates for collisions
with H and He.
The deexcitation rates for [O I] by collisions with atomic

hydrogen are (as discussed by Lique et al. 2018) significantly
smaller, by factors of 3 to 6, than those calculated previously by
Abrahamsson et al. (2007). The Lique et al. (2018) deexcitation
rate coefficients for collisions with H2 are 2–4 times larger than
those calculated by Monteiro & Flower (1987) for collisions
with He producing the same transitions.
The deexcitation rates for collisions with H2 are within a

factor of 2 of those calculated by Jaquet et al. (1992) for
deexcitation by ortho- and para-H2. The values given here for
collisions with H2 are the average of the rates for the two spin
states. The two rate coefficients for collisions to the ground
state are comparable, and the rates for H2 in J=1 and J=0
differ by less than 20%. The value for the 3P0–

3P1 transition is
approximately a factor of 50 smaller than the other two
deexcitation rate coefficients, due to an approximate selection
rule that forbids this transition (see discussion in Lique et al.
2018 with references to earlier treatments, including Monteiro
& Flower 1987). This rate is a factor of ∼3 larger for H2 in
J=1 than in J=0, but the small magnitudes make using the
average value of H2 in J=0 and J=1 at all temperatures an
acceptable approximation.
The major difference between collisions with H2 and with H

is the absence of the dramatically smaller 3P0–
3P1 deexcitation

rate coefficients for collisions with atoms, due to the presence
of an indirect channel (Lique et al. 2018). Given the
composition of the regions where the abundance of [O I] is
expected to be appreciable, we focus on collisions with
molecular hydrogen.
The rate equations for a three-level system presented and

discussed in Goldsmith et al. (2015) can be applied to the [O I]
fine structure lines, but with the caution that the ordering by
total angular momentum is inverted for [O I] compared to that
for [N II]. The relevant expressions are given in the Appendix.

Figure 1. Fine structure levels and transitions of atomic oxygen in the ground
electronic state with equivalent temperature of each level indicated. For each
transition, we include the frequency, wavelength, equivalent transition
temperature, and spontaneous decay rate. The vastly weaker and in practice
unimportant 3P0→3P2 transition is not shown. See Table 1.
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145.5
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63.2
µm

• Atomic oxygen in the ground electronic 
state is a simple 3-level system with two fine-
structure transitions at 63.2 µm and 145.5 µm

• The critical density of the ground state 
transition is 5.0×105 cm−3 for collisions with H2

and 7.8×105 cm−3 for collisions with H 
• In diffuse and translucent clouds, the 

population is in the ground state and the 
63.2 µm transition is an excellent target for 
absorption spectroscopy
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ABSTRACT
We have obtained high-resolution (D35 km s~1) spectra toward the molecular cloud Sgr B2 at 63 km,

the wavelength of the ground-state Ðne-structure line of atomic oxygen (O I), using the ISO-LWS instru-
ment. Four separate velocity components are seen in the deconvolved spectrum, in absorption against
the dust continuum emission of Sgr B2. Three of these components, corresponding to foreground clouds,
are used to study the O I content of the cool molecular gas along the line of sight. In principle, the
atomic oxygen that produces a particular velocity component could exist in any, or all, of three physi-
cally distinct regions : inside a dense molecular cloud, in the UV illuminated surface layer (PDR) of a
cloud, and in an atomic (H I) gas. For each of the three foreground clouds, we estimate, and subtract
from the observed O I column density, the oxygen content of the H I gas, by scaling from a published
high-resolution 21 cm spectrum. We Ðnd that the remaining O I column density is correlated with the
observed 13CO column density. From the slope of this correlation, an average [O I]/[13CO] ratio of
270 ^ 120 (3 p) is derived, which corresponds to [O I]/[CO] B 9 for a CO to 13CO abundance ratio of
30. Assuming a 13CO abundance of 1 ] 10~6 with respect to H nuclei, we derive an atomic oxygen
abundance of 2.7 ] 10~4 in the dense gas phase, corresponding to a 15% oxygen depletion compared to
the di†use ISM in our Galactic neighborhood. The presence of multiple, spectrally resolved velocity
components in the Sgr B2 absorption spectrum allows, for the Ðrst time, a direct determination of the
PDR contribution to the O I column density. The PDR regions should contain O I but not 13CO, and
would thus be expected to produce an o†set in the O IÈ13CO correlation. Our data do not show such an
o†set, suggesting that within our beam O I is spatially coexistent with the molecular gas, as traced by
13CO. This may be a result of the inhomogeneous nature of the clouds.
Subject headings : infrared : ISM È ISM: abundances È ISM: lines and bands

1. INTRODUCTION

A long-standing problem for our understanding of the
quiescent dense interstellar medium (ISM), often described
as molecular clouds, has been the difficulty of accounting
for the gas-phase abundance of carbon and oxygen. Since
the Ðrst calculations of ion-molecule schemes (Herbst &
Klemperer 1973 ; Dalgarno & Black 1976) there have been
theoretical predictions indicating that the fundamental
reservoirs of these elements are the molecular species CO,

and It is usually assumed that the local gas-phaseO2, H2O.
oxygen abundance is about twice that of carbon. This
comes from the observed stellar values, modiÐed by
the depletion seen in local ISM di†use clouds such as
those toward f Ophiuchi and HD 154368 (Snow & Witt
1996 ; Snow et al. 1996 ; Cardelli, Ebbets, & Savage 1993),
i.e., the carbon abundance [C] \ 1.66 ] 10~4 and
1.32 ] 10~4, respectively, and the oxygen abundance
[O] \ 2.88 ] 10~4, giving an average [C]/[O] \ 0.51. So
nearly all carbon should be in CO, with plenty of oxygen
left over for and Millimeter-wave astronomy mea-O2 H2O.
surements have indeed shown the strong presence of CO at
about 10~4 of (e.g., Lada et al. 1994). However, theH2 H2O
abundance is only about 10~5 to 10~7 of (Jacq et al.H21988 ; Zmuidzinas et al. 1995 ; Cernicharo et al. 1997), or
even lower, 10~7 to 10~10, as measured by SWAS (Snell et
al. 2000a, 2000b), except for strongly shocked gas, where it

1 California Institute of Technology, Downs Laboratory of Physics
320-47, Pasadena, CA 91125 ; dcl=submm.caltech.edu.

2 Jet Propulsion Laboratory 264-767, Pasadena, CA 91109.
3 Max-Planck-Institut Radioastronomie, Auf dem 69,fu" r Hu" gel

D-53121 Bonn, Germany.

reaches 3.5 ] 10~4 (Melnick et al. 2000). For onlyO2,
upper limits of less than 10~5 of (Liszt & Vanden BoutH21985 ; Fuente et al. 1993), (0.33 ^ 1.6) ] 10~7 (Goldsmith et
al. 2000) are found. This may be compared with measure-
ments of the ion abundance (Phillips, van Dishoeck,H3O`
& Keene 1992) in the range of 10~9 to 10~10 of whichH2,
lead to predictions of abundances in the range 10~6 toH2O
10~7 and in the range 10~5 to 10~6. The observationalO2status is consistent in that, after CO, the anticipated major
oxygen molecular species, and are deÐcient by atH2O O2,
least an order of magnitude (see van Dishoeck et al. 1993 for
a review).

It is known that some oxygen is tied up in mantlesH2O
on grains in the dense molecular clouds, and this is some-
times put forward to suggest a [C]/[O] ratio in the gas
larger than standard. Whittet (1992) estimates from 3 km
features that on grains in theN(H2O)/N(H) ^ 8.6 ] 10~5
Taurus dark cloud, and Knacke & Larson (1991) Ðnd a
factor of 10 less in the gas phase on the line-of-sightH2O
toward Orion BN. There is then a possibility that a quarter
of the oxygen budget is lost to grain mantles in high column
density clouds. However, the clouds investigated here are
on average (see Table 1), which is somewhereA

v
D 1È10

between the values for the di†use clouds in which the C and
O abundances are directly measured, and the very high
values at which mantles are seen. Thus it seems likelyH2O
that the traditional assumption of [C]/[O] D 0.5 in the gas
phase is suitable here, with the uncertainties limited to
about 25%, at least as is known from the e†ect of grainH2O
mantles.

In 1994 we proposed to use the ISO-LWS instrument to
test whether the missing oxygen component was present in
atomic form by means of absorption-line spectroscopy of
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FIG. 3.ÈTop: Observed O I (63 km) Fabry-Perot spectrum (D35 km
s~1 resolution ; gray line) and MEM-deconvolved spectrum (D10È15 km
s~1 resolution ; solid black line). Bottom: H I and 13CO (1È0) absorption
spectra toward Sgr B2(M) (gray and black lines, respectively). The 13CO
spectrum toward the central position has been corrected for the cloud
emission averaged over a 40A square frame.

resulting spectrum. The resulting 1 p statistical uncer-
tainties for the intensities of the three O I components are
estimated to be D3%È5%.

The Sgr B2 envelope is seen in O I emission (Fig. 2).
However, no emission is seen at the velocities of the fore-
ground clouds. Molecular absorption can indeed be seen at
each of the velocities of the O I absorption. Figure 3 com-
pares the 13CO (1È0) absorption spectrum for the Sgr
B2(M) line of sight (observed with the IRAM 30-meter
telescope) with the LWS O I spectrum. However, the H I

spectrum must also be compared. For Sgr B2(M) there
exists such a spectrum (Garwood & Dickey 1989) and, as
can be seen in Figure 3, H I absorption is also present for
each velocity at which O I absorption is seen.

3. DISCUSSION

There are two major complications, which must be dealt
with before any O I absorption line can be used to assign
atomic oxygen abundance to a molecular cloud. The Ðrst is
the fact that atomic oxygen will exist in line-of-sight H I

clouds. The clouds, which show H I absorption at the same
velocity as 13CO, are very likely close to, or attached to the
molecular clouds, probably as halos (Wannier, Lichten, &
Morris 1983 ; region A in Fig. 1b). This problem can be
approached if good quality H I absorption spectra are avail-

able. The second is the above-mentioned problem of the
PDRs on the line of sight. According to the models, some
signiÐcant region of the PDR near the surface (D1 willA

v
)

contain (region B in Fig. 1b), but no CO or other traceH2molecules whose presence deÐnes the molecular cloud
(region C). Region B, like the H I region, will contain O I,
and should also contribute to the absorption.4 The assign-
ment of O I to the molecular cloud is therefore a tricky
operation. Although various PDR models show di†erences
in the depth into the cloud of the H interface, they allI/H2have an region bereft of CO (region B) of roughly theH2same extent.

We may wonder if O I in the PDR (region B) will be
detectable. From the model there is D1 of such materialA

von the line of sight through a molecular cloud. This would
correspond to a detectable O I absorption with an equiva-
lent width of 3.5 km s~1, assuming an O/H ratio of
3.2 ] 10~4. However, aside from the problem of not being
able to identify the purely C I region (Keene et al. 1985),
there is another measurement that raises doubt about the
existence of a pure region. The modeling by AnderssonH2& Wannier (1993) of observations of dark clouds in the lines
of H I, OH, and CO leads to their interpretation that H I

halos lie much closer to the molecular clouds as deÐned by
CO observations than predicted by standard chemical and
photodissociation models as of that date. They conclude
that the formation rate of used in the models is probablyH2too large, leading to a region of pure much larger than isH2observed.

Thus, the method here, to compare O I absorptions after
subtracting the contribution from the H I halo in clouds of
varying CO column density, should allow the identiÐcation
of any surface region, by means of the O I intercept. If there
is a proportionality found between O I and CO, this will
provide the relative abundance of atomic oxygen in CO
regions.

Referring to the MEM-deconvolved O I spectrum of Sgr
B2 (Fig. 2), we see that the spectrum naturally separates into
three velocity ranges corresponding to absorption by fore-
ground clouds at velocities less than [78 km s~1, [78 to
[25 km s~1, and [25 to 30 km s~1, plus the absorption
feature at D60 km s~1 corresponding to the envelope of Sgr
B2 itself. In this paper we are not concerned with the Sgr B2
envelope feature at 60 km s~1, because it is warm and likely
to be contaminated by O I emission, but will analyze the
cold foreground clouds. For these three velocity ranges we
have O I, H I, and 13CO spectra, which allow us to deter-
mine the atomic oxygen, atomic hydrogen, and 13CO
column densities for the three O I velocity components
(Table 1). From the high spectral resolution 13CO and H I

spectra it is plausible that the three O I absorption features
further break into multiple components (see Fig. 3).

Since we have the H I column density for each velocity
range, using the measured [O]/[H] ratio in di†use clouds
(3.2 ] 10~4 ; Meyer, Jura, & Cardelli 1998) we can deter-
mine the O I column density associated with the H I region
and subtract this from the observed O I column density,
N(O to get the O I column density associated with theI)obs ,

4 It is important to note that the density of these PDRs is likely to be
quite low (a few 102 to a few 103 cm~3), so that O I atoms are all in the
ground state and the O I column density is accurately determined by an
absorption measurement.
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FIG. 4.ÈO I column density as a function of 13CO column density per
13CO velocity component for the three velocity ranges that are distinguish-
able in the MEM-deconvolved O I spectrum. Error bars correspond to 1 p
statistical uncertainties for O I and 13CO column densities. A least-squares
Ðt to the data gives a slope of 270 ^ 35 (1 p statistical uncertainty). The
intercept is ([1.1 ^ 4.6) ] 1016 cm~2 (1 p). This indicates that the O I and
13CO emission come from the same region and there is little or no excess
O I emission from the PDR interface where hydrogen is already molecular,
but 13CO is photodissociated (region B in Fig. 1b).

molecular gas, N(O That is, whatever is left mustH2 I)mol .
be associated with the PDR region (region B in Fig. 1b)H2plus the 13CO region (region C in Fig. 1b). However, in any
individual case it is not possible to separate the two contri-
butions to N(O and therefore not possible to claim aI)molknowledge of the atomic oxygen content of molecular
clouds as deÐned by 13CO. In principle we need to know
the number of PDRs on the line of sight for a given velocity
range in order to compare the total 13CO column density
with O I for that range, or alternatively by comparing mean
column density per 13CO component with mean O I

column density over that range. The O I and 13CO column
densities are given in Table 1, together with the number of
13CO components in each range.

As a simplest approximation we assume that the PDRs
are all the same and that there is a universal [O I]/[13CO]
coefficient, X. Then, for each velocity range

N(O I)mol/ncomp \ N(O I)H2@PDR ] XN(13CO)/ncomp . (1)

Since we have three ranges, N(O and X can beI)H2@PDRdetermined from the least-squares line Ðt. The plot of N(O
versus is shown in Figure 4. FromI)mol/ncomp N(13CO)/ncompthis plot it is inferred that there is indeed a reasonably

constant relation between O I and 13CO column densities
and that [O I]/[13CO] is 270 ^ 35 (1 p uncertainty for the
slope based on the statistical uncertainties in 13CO and O I

column densities). After adding in quadrature 15% cali-
bration uncertainties for 13CO and O I to the 3 p statis-
tical uncertainty for the slope, we obtain [O I]/
[13CO] \ 270 ^ 120 (3 p ; not including modeling

uncertainties) for the foreground clouds on the line of sight
toward Sgr B2(M). Assuming a 13CO abundance of
2 ] 10~6 relative to (Dickman 1978)5 leads to an atomicH2oxygen abundance of (2.7 ^ 1.2) ] 10~4 relative to H in the
foreground molecular clouds, comparable to the value
found in di†use clouds. The deduced [O I]/[CO] value for
the molecular gas is D9 ^ 4 (3 p) for a [CO]/[13CO] abun-
dance ratio of 30 (Langer & Penzias 1990). Also from the
plot it appears that there is no statistically signiÐcant inter-
cept, ([1.1 ^ 4.6) ] 1016 cm~2, (a 1 p statistical uncer-
tainty, corresponding to assuming the di†useA

v
\ [0.08,

cloud O I abundance) so, within the uncertainties, there is

5 The 13CO abundance derived by Dickman (1978) corresponds to local
dark clouds. One might expect the 13CO abundance to increase with
decreasing galactocentric distance following the observed variation in the
CO/13CO abundance ratio (Langer & Penzias 1990). However, Lis &
Goldsmith (1989) derived a 13CO abundance of 1 ] 10~6 relative to inH2the envelope of the Sgr B2 molecular cloud, a factor of 2 lower than the
local value. We thus use the local value of 2 ] 10~6 as an average for the
clouds on the line of sight toward Sgr B2. This value is uncertain by about
a factor of 2.

FIG. 5.ÈObserved and model O I (63 m) absorption spectra (black and
gray curves, respectively), assuming the O I abundance of 3.2 ] 10~4 in the
H I region and 2.6 ] 10~4 in the molecular gas (15% depletion) at raw
LWS resolution (D35 km s~1 ; upper panel) and the deconvolved
resolution (D10È15 km s~1 ; lower panel). The part of the spectrum at

km s~1 is contaminated by the emission from the Sgr B2VLSR Z 30
envelope and is not considered here. The discrepancies between the
observed and model spectra at the deconvolved resolution (lower panel)
may indicate variations in the O I to CO abundance ratio between di†erent
components. In addition, given the broad wings of the instrumental proÐle,
the O I optical depth and column density for the 0 km s~1 component may
be underestimated owing to the contamination by O I emission from the
Sgr B2 envelope.

• ISO/LWS Fabry-Perot instrument, 
R=10,000 (30 km s-1 ➠10 km s-1

with MEM)
• Foreground absorption 

separated into 3 velocity 
components 

• Use 13CO as a proxy for H2 and HI 
21 cm as a tracer of atomic gas

• Atomic oxygen column density 
correlated with 13CO

• O0/CO ~ 9
• Abundance X(O0) = 2.7 × 10-4

with respect to H nuclei
• Moderate oxygen depletion

OI

HI + 13CO

6



Other ISO Observations of [OI]

• Environment of the IRAS 16293 protostar
• O/C ~ 50
• 98% of atomic oxygen is in the gas phase
• C depleted by more than a factor of 24
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Abstract. We present spectroscopic ISO-LWS observations of
the [OI] (63µm and 145µm), the [CII] (158µm) and the H2O
(179µm) lines towards the molecular cloud L1689N. From the
observed ratio of the two [OI] lines, we deduce a mean gas tem-
perature of (26±0.5) K, an H2 density≥ 3 × 104 cm−3 and an
[OI] column density ≥ 5 × 1019 cm−2. Combining these ob-
servations with previous CO observations, we obtain [OI]/[CO]
∼ 50. This ratio implies that up to 98% of oxygen abundance is
in atomic form in the gas phase. Furthermore, assuming all the
gaseous carbon is locked into the CO, carbon has to be depleted
by more than a factor 24. Finally, the upper limit derived for
the H2O (179µm) line (3 × 10−13 erg s−1 cm−2) implies that
the water abundance in this region is less than 6 × 10−7 with
respect to H nuclei.

Key words: stars: formation – ISM: jets and outflows – ISM:
individual objects: L1689N – infrared: ISM: lines and bands

1. Introduction

Oxygen is the most abundant element after hydrogen and he-
lium in the Universe. It is therefore of key importance to know
in which form oxygen is found in the different phases of the
Interstellar Medium. In the gas phase, all models (Lee, Bettens
and Herbst 1996 and references therein) predict that O and O2

are the major oxygen bearing species in molecular clouds. Re-
cently, studies by Pagani, Langer and Castets (1993), Maréchal
et al. (1997) and Olofsson et al. (1998) have concluded that
molecular oxygen is in fact not a major reservoir. Supporting

Send offprint requests to: Emmanuel.Caux@cesr.fr
! Based on observations with ISO, an ESA project with instruments
funded by ESA Member States (especially the PI countries: France,
Germany, the Netherlands and the United Kingdom) with the partici-
pation of ISAS and NASA.

this, recent observations of the [OI] 63µm absorption line to-
wards two massive star formation regions, DR21 (Poglitsch et
al. 1996) and SgrB2 (Baluteau et al. 1997), have suggested that
most of the oxygen is in the atomic form. These observations
refer to [OI] in partly transluscent clouds between these sources
and the Sun. So far, no conclusions have been drawn about the
amount of atomic oxygen in dense molecular clouds, where ab-
sorption observations are generally not possible. In such clouds,
only the [OI] lines seen in emission can give an insight to the
amount of atomic oxygen that is present in the gas phase. The
ISO satellite (Kessler et al., 1996), and in particular the Long
Wavelength Spectrometer instrument (hereafter LWS: Clegg et
al. 1996), have allowed us to perform such measurements to-
wards L1689N.

2. Observations and results

We observed a raster map containing low resolution grating
spectra around the protostar IRAS16293-2422 in the L1689N
cloud (d = 120 pc, Knude and Hog 1998), using the LWS on
the ISO satellite, in the LWS01 mode. These observations, ob-
tained during revolution 85, consisted of a 4×3 grid covering a
400′′ × 300′′ field of view, centered at α1950 = 16h 29m 24s.6,
δ1950 = −24◦ 22′ 03′′. The locations of the beams, and the
half power beamwidth over the mapped region are shown in
Fig. 1. A first analysis of these observations has been presented
by Ceccarelli et al. (1998), where the detection of diffuse [CII]
emission was reported, along with a detailed discussion of line
emission from the central source. In this first analysis was not
possible to evaluate the diffuse atomic oxygen fine structure line
emission at 63µm and 145µm.

In this Letter we focus on a re-analysis of those positions of
the map which do not include the outflow and the source itself.
The objective is to derive reliable estimates of the line emission
of atomic oxygen in the region of the molecular cloud.
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Fig. 1. Map of the ISO-LWS observations superimposed on the out-
flow mapped in the CO (2-1) line. The LWS beam at the observed
positions in the L1689Nmolecular cloud is represented by circles. The
star shows the position of the protostar IRAS16293-2422. Offsets are
in arc seconds. The 2 central positions are not used in this work.

Table 1. Averaged fluxes of [OI], [CII] and H2O lines over the ten
positions of Fig. 1 in L1689N, in units 10−12 erg s−1 cm−2.

[OI] (63µm) [OI] (145µm) [CII] (158µm) H2O (179µm)
0.75 ± 0.11 0.30 ± 0.05 3.9 ± 0.1 ≤ 0.3

To achieve this, the data were re-analysed taking advan-
tage of latest improvements of the Off-Line-Processing pipeline
(OLP version 7). The spectra were flux calibrated using Uranus,
and the absolute accuracy has been estimated to be better than
30% (Swinyard et al., 1996). Final analysis was made using
the latest version of standard package ISAP (version 1.6). Each
spectrum was carefully deglitched scan by scan, and defringed.
Then, the continuumbackgroundwas removed on each position,
with a first or second order polynomial. We averaged together
the spectra obtained on each individual position (Fig. 2) and the
line fluxes were measured by gaussian fitting.

Emission from the [CII] (158µm) line was detected with
good S/N ratio at all positions in the map, and the averaged
emission over the ten positions agrees with, within the errors,
the value quoted in Ceccarelli et al. (1998). By contrast, the
[OI] and H2O lines are too faint to be detectable at a single
position, although the average on the ten positions allows the
fluxes quoted in Table 1 to be estimated.

3. Discussion

3.1. Atomic oxygen and CO abundances

We analysed the [OI] lines by means of an LVG model, whose
details have been reported in Ceccarelli et al. (1998). This
model, which compute in a self-consistent way the opacities
of the lines, has four free parameters: the [OI] column density,
the H2 density (all hydrogen is considered to be in molecular
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Fig. 2. Averaged ISO-LWS spectra obtained towards the molecular
cloud L1689N.

form in this cloud), the gas temperature and the linewidth. We
assumed the source was filling the LWS beam, and the width of
the [OI] lineswas the same as that of theC18Oline in the ambient
cloud, namely 1.4 kms−1 (vanDishoeck et al. 1995). The results
of the computations are shown in Fig. 3, where the parameter
space consistent with the 63µm and 145µm line emission as
function of the gas density and temperature is shown, for three
choices of [OI] column densities. One can note on this figure
that the 63µm line is yet optically thick for all [OI] column den-
sities quoted on the figure (for H2 densities ≥ 3 × 104), while
the 145µm line starts to become optically thick only for [OI]
column densities ≥ 3 ×1019 cm−2.

Fig. 3 shows that, in order to account for both [OI] line in-
tensities simultaneously, the gas kinetic temperature has to be
(26 ±0.5) K and the [OI] column density has to be larger than
5 × 1019 cm−2. With this [OI] column density, the H2 density
has to be larger than 3 × 104 cm−3. Larger [OI] column densi-
ties would require smaller H2 densities which would disagree
with previous molecular line studies of the region that give an
H2 density of 3 × 104 cm−3 (cf. Wootten and Loren 1987). On
the other hand, using larger [OI] column densities would only
strengthen the conclusions of this work. In the following, we
will assume the conservative value of N(OI) = 5 × 1019 cm−2.

Van Dishoeck et al. (1995) report a CO column density
through the molecular cloud of (1.5±0.1)×1018 cm−2, which
was obtained from C18O observations and assumed the terres-
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Abstract. We present ISO-LWS high spectral resolution (R ∼

104) observations of the [OI] 63µm and 145µm lines towards
the high mass star formation region W49N. At 145µm the ob-
served spectrum shows an emission component only, while at
63µm it shows both emission and absorption components. We
performed an analysis of the observed spectra using measured
profiles of the LWS Fabry-Pérot spectral responses.

We also present 12CO and 13CO J = 1→ 0 and J = 2→ 1 ob-
servations of the same line of sight and detected sevenmolecular
clouds.

We interpret the observed [OI] 63µm line absorption as due
to the oxygen associated with both atomic hydrogen clouds and
molecular clouds present on the line of sight. We found that HI
clouds are responsible only for a fraction of this absorption and
that at least 15 times more O than CO has to be present in the
molecular clouds to reproduce the observed 63µm absorption.
This implies that the gaseous oxygen is almost totally in atomic
form and that carbon is deficient by more than a factor six in
these molecular clouds.

Keywords: ISM: abundances – ISM: atoms, ions – ISM: clouds
– ISM: individual objects: W49N – ISM: molecules

1. Introduction

Oxygen is themost abundant element after hydrogen and helium
in the Universe. It is therefore of prime importance to know
in which form oxygen is found in the different phases of the
Interstellar Medium. In the gas phase, all models (see Lee et al.
1996 and references therein) predict that CO, O1 and O2 are the
major oxygen bearing species in molecular clouds.

Send offprint requests to: C. Vastel (Charlotte.Vastel@cesr.fr)
! Based on observations with ISO, an ESA project with instruments
funded by ESA Member States (especially the PI countries: France,
Germany, the Netherlands and the United Kingdom) with the partici-
pation of ISAS and NASA.
1 In this paper we use the following nomenclature: O refers to the

atomic oxygen as a chemical species; [O] to indicate the atomic oxygen

However, several observational studies have ruled out that
molecular oxygen is a major reservoir (Pagani et al. 1993;
Maréchal et al. 1997; Olofsson et al. 1998). On the other hand,
recent observations of the [OI] 63µm line in absorption towards
three massive star formation regions, DR21, SgrB2 and NGC
6334 (Poglitsch et al. 1996; Baluteau et al. 1997; Kraemer et al.
1998), revealed large O column densities between the sources
and us and suggested that most of the oxygen is in the atomic
form. Furthermore, Caux et al. (1999) reported the detection
of the [OI] 63µm and 145µm lines in emission towards the
molecular cloud L1689N. The observed fluxes imply a large O
column density, 50 times larger than the CO column density,
as measured by previous millimeter line observations. Since
both C and C+ do not seem to be major reservoirs of carbon in
L1689N, we concluded that carbon is largely depleted in this
cloud and that oxygen is mainly in the atomic form.

It is of paramount importance to understand whether
L1689N represents just a peculiar case or othermolecular clouds
share the same high [O]/[CO] ratio. For this reason we started a
project aimed to obtain the [O]/[CO] ratio towards several mas-
sive star formation regions. In this paper we present the results
relative to the W49N region, one of the most luminous regions
of active star formation in the Galaxy. Located at ∼ 11.4 kpc
from the Sun (Gwinn et al. 1992; they derived a Sun galacto-
centric distance equal to 8.1 kpc), behind the Galactic Center,
W49Ngenerates a total bolometric luminosity of 107 L! (Ward-
Tompson&Robson 1990). Several atomic andmolecular clouds
are present along the W49N line of sight, which crosses twice
the Sagittarius spiral arm (Nyman 1983). These clouds, which
absorb the high 63µm continuum of W49N, are the target of
our study.

In this paper we report high resolution observations of the O
line in absorption at 63µm from which we derive the O column
density, and CO observations from which we derive the CO
column density. Sect. 2 presents the observations of the [OI]
63µm and 145µm lines, and of the 12CO and 13CO J = 1→ 0
and J = 2→ 1 lines. Sect. 3 presents the derivation of the column
densities of O and CO. In Sect. 4 are the results discussed.

abundance; and [OI] 63µm and 145µm to indicate the fordidden lines
of the atomic oxygen
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Fig. 1a and b. ISO-LWS high resolution spectra obtained
towards W49N. a [OI] 63µm, b [OI] 145µm. Units are
10−8 ergs s−1 cm−2

µm−1. The “grass” seen at the end of the spectra
is the typical observational noise.

2. Observations and results

2.1. OI observations

2.1.1. Observations and data reduction

We performed high spectral resolution Fabry-Pérot (FP) obser-
vations centered on the [OI] 63µm and 145µm lines, using
the LongWavelength Spectrometer instrument (hereafter LWS:
Clegg et al. 1996) on the ISO satellite (Kessler et al. 1996)
using the L04 AOT. These observations, obtained during rev-
olution 513, consisted of six scans per line, sampled at 1/4 of
the FP resolution element. The total integration time on each
sampling point was 2.4 sec. The ∼ 80′′ ISO-LWS beam was
centered on the W49N coordinates (α2000 = 19h 10m 14s.06,
δ2000 = 9◦ 06′ 22.3′′). The data were processed using the
Off-Line-Processing pipeline version 7, and the latest improve-
ments of theLIA (LWS InteractiveAnalysis version 7.3). Afinal
analysis was made using the latest version of the standard pack-
age ISAP (version 1.6). Each spectrumwas carefully deglitched
scan by scan. The continuum level of the FP data was calibrated
against observations of the same line of sight with LWS in the
grating mode (L01 during revolution 513). L01 spectra are flux
calibrated using Uranus, and the absolute accuracy is estimated
to be better than 30% (Swinyard et al. 1998). Fig. 1 presents the
observed [OI] 63µm and 145µm line profiles.

While the 145µm line shows only an emission component,
the 63µmline shows both emission and absorption components.
Indeed this is what is expected in presence of foreground cold
and tenuous gas, since the upper level energy of the 145µm
transition is 326K and is therefore not populated. Most of the
oxygen atoms in this gas are in the ground state, where they can
absorb the 63µm photons of the high continuum. In Fig. 1 the
emission component has been centered at 8 km s−1, i.e. coinci-
dent with the velocity of the HII region. Note that the absolute

uncertainty of LWSwavelength calibration is around 15 km s−1

(LWS handbook, Gry et al., 2000) but the relative uncertainty is
much lower (< 2.5 km s−1), allowing a very accurate determi-
nation of the velocity separation of the emission and absorption
components. As already stated in the Introduction, the target of
the present study is the material in the clouds along the line of
sight, or in other words, the material which absorbs the 63µm
line. In the following we will therefore focus our discussion on
the absorption component only and we postpone the study of
the emission component to a forthcoming paper.

2.1.2. Determination of the LWS-FP instrumental profile

To disentangle instrumental effects from real features, we have
first determined the instrumental responses at 63µmand145µm
of the LWS-FP. We used many observations of the NGC 7023
reflection nebula, obtained during the LWS calibration routine.
NGC 7023 is chosen because of its narrow lines (≤ 3 km s−1)
in the 12CO, 13CO and C18O molecules (Fuente et al. 1993).
Assuming that the [OI] lines originate in the same quiescent
medium, the profiles of the 63µm and 145µm lines observed
towards this source give the relevant LWS-FP instrumental pro-
files.

The calibration observations consist of 250 scans, obtained
through 13 different revolutions (between 258 and 837). The
scans of each revolution were averaged together following the
same method used for the W49N lines. However, since at each
revolution a different setting of the instrument was used, the
line center varied within 15 km s−1 (the absolute uncertainty of
the LWS-FP wavelength calibration). The spectra obtained at
each revolution were therefore re-centered in wavelength be-
fore averaging them together. The resulting spectra are shown
in Fig. 2. The equivalent FWHM obtained are 43.9 km s−1 and
39.2 km s−1 at 63 and 145µm respectively, to be comparedwith
the 36 km s−1 and 33 km s−1 predicted by the instrument optical
model. This broadening is believed to partly result from tran-
sient effects in the LWS detectors that are not corrected in the
pipeline2. It is known that the optical model probably does not
exactly represent the instrument, therefore we used the NGC
7023 averaged line spectra as the instrumental responses.

2.2. CO observations

The analysis presented in this paragraph is based on observa-
tions of the 12CO and 13CO J = 1 → 0 and J = 2 → 1 lines
made in May and November 1999 with the 15m SEST tele-
scope (ESO - La Silla, Chile). We simultaneously used two SIS
receivers at 115 and 230 GHz (each one feeded with a different
polarization), connected to an Acousto-Optic Spectrometer that
provided a spectral resolution of 43 kHz in the two bands (0.105
and 0.217 km s−1 respectively). Typical SSB system tempera-
tures during the observations were 190–250 and 250–380K in

2 Note that all the scans in the FP mode are obtained increasing the
mesh separation, which implies scanning the line always in the same
velocity direction.

• Foreground absorption toward W49N
• O/C > 15 to account for the 63 µm absorption
• C deficiency > 6 compared to the cosmic 

abundance
7



SOFIA Observations of [OI]

• Average atomic oxygen abundances confined to 
a narrow range of 3.1 – 3.5 × 10-4

A&A 585, A76 (2016)

Fig. 1. O  3P1−3P2, OH 2Π3/2 J = 5/2 ← 3/2 and OH+ N = 1← 0
spectra of sightlines in the first quadrant, along with CH 2Π3/2 J =
3/2 ← 1/2 and HF J = 1 ← 0 spectra. All five transitions are only
available for W31C and W49N. Model fits are overlaid in red. For O  ,
CH and HF one emission line component was added where needed. For
G10.47, the hyperfine splitting is indicated at the 120 km s−1 component
(green bars). All spectra are normalized by the continuum level.

gas phase with existing H  data, the authors were able to estab-
lish an O  to CO abundance ratio of ∼9 , with a 50% error. The
deduced O  abundance relative to the total hydrogen reservoir
(i.e., atomic and molecular) amounts to 2.7 × 10−4 in the dense
molecular gas. Meanwhile, the spectroscopy of the ground-state
lines of HF and of 2Π3/2 CH has become accessible.

From the O  column densities shown in Fig. 3 and using HF
as a proxy for H2, we obtain the correlation between N(O  ) and
N(H  )+ 2N(H2) shown in Fig. 6. Data points with N/σN < 5 in
both quantities are discarded from the correlation analysis and
the figure. This conservative cutoff implies that our analysis is
not affected by saturated absorption. The false-alarm probabili-
ties are below 5%; here and in the following correlation analy-
ses they are assumed to be given by Pearson’s p-value. Ranging
from 0 to 1, it provides an estimate of the probability that the
two quantities are uncorrelated (which is the null hypothesis, Fig. 1. continued.
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Fig. 6. Correlation between the O  column den-
sity and the total (atomic and molecular) hydro-
gen column density derived from HF and H  for
sightlines toward W31C, G34.26, and W49N and
in 1 km s−1 wide velocity bins. Colors indicate
the velocity intervals defined in the legend. Only
data points with N/σN > 5 both in O  and
2N(H2)+N(H  ) are shown. The regression lines
are shown in red. The corresponding correlation
coefficients ρ are given in the lower right corners.
For details see text.

Fig. 7. Atomic oxygen abundance versus molec-
ular hydrogen fraction f N

H2
, for sightlines toward

W31C, G34.26, and W49N and in 1 km s−1 wide
velocity bins. Correlation coefficients are given
in the lower right corners. The correlation is sig-
nificant only for W31C. Colors indicate the ve-
locity intervals defined in the legend of Fig. 6.
Data points affected by saturated absorption are
discarded.

by ion storage ring experiments, Jensen et al. 2000; Neau et al.
2000), while less than ∼1% forms O  . In the following, we at-
tempt to confirm these predictions, that is, the bottleneck reac-
tion OH+(H2,H)H2O+, and the N(OH)/N(H2O) ratio. As for the
former, a strong anticorrespondence between the column densi-
ties of OH and OH+might naively be expected, where the avail-
ability of H2 tips the scales in favor of OH, while OH+ traces
predominantly atomic gas (Hollenbach et al. 2012, further refer-
ences therein). But even if a clear anticorrelation between OH
and OH+ existed, it would be impossible to observe it. On a
given sightline several clouds with high and low molecular hy-
drogen fractions f N

H2
= N(H2)/(2N(H2) + N(H  )) line up. Even

across a single diffuse cloud, the N(OH)/N(OH+) ratio is ex-
pected to vary substantially, depending on the degree of self-
shielding of H2 against the interstellar UV radiation field. To
quantify the anticorrelation, we normalized the velocity-specific
OH column density with the total OH and OH+ reservoir and
obtained an abundance ratio r = Nv(OH)/(Nv(OH) + Nv(OH+)
varying from zero (only OH+, no OH) to one, where all the
OH+ abundance is exhausted owing to the formation of OH and
(see below) water. (The normalization chosen here avoids the
divergence of the distribution if OH has no spectral counterpart
in OH+.) The resulting distribution (Fig. 12) indeed shows that
these extremes are present in the data, although the second case
is by an order of magnitude more frequent. We suggest two ex-
planations for this. One reason is that if f N

H2
is too small, OH+ can

be efficiently destroyed by the dissociative recombination with
free electrons (Appendix C), while the formation of OH+ by the
reaction chain H+(O,H)O+(H2,H)OH+ and the secondary, less
important path H2

+(H2,H)H3
+(O,H2)OH+ become less efficient

(see Appendix D) because less H2 is available. Another reason
is that the fraction f N

H2
is larger in denser gas (cf. Table 3) where

column densities are higher and absorption features easier to
observe.

The anticorrelation between N(OH) and N(OH+) is expected
to increase with the fractional abundance of molecular hydro-
gen, f N

H2
. Again using HF as surrogate for H2 with X(HF) =

1.4× 10−8, for W31C and W49N we indeed find a correlation be-
tween the N(OH)/N(OH+) ratio (Fig. 12 shows that divergence
of this ratio is excluded), with coefficients ρ = 0.42, 0.02 and
0.43 toward W31C, G34.26, and W49N, respectively, and false-
alarm probabilities of 6%, 94%, and 3% (Fig. 8, again, only data
points with relative error <20% are retained). We note that qual-
itatively similar but less significant correlations can be deduced
using O  instead of H  and H2, in agreement with the results
shown in Sect. 4.1. The lack of a significant correlation toward
G34.26 is most likely explained by the few data points available
on this relatively short line of sight (1.56 kpc, see Appendix A).
As for the sightline to W31C, the significant correlation has to
be interpreted with care: The background source is located in
the 3 kpc arm where the density of Galactic free electrons is an
order of magnitude above its value in the solar neighborhood
(Gómez et al. 2001). In such an environment the n(H2)/n(e−) ra-
tio falls short of ∼100 (cf. Table C.1), so that neither H2O+ nor
the subsequent products can be formed owing to the dissocia-
tive recombination of OH+. Furthermore, the complex gas kine-
matics in the 3 kpc arm (Sanna et al. 2014, further references
therein) and the resulting confusion due to the sightline crowd-
ing mentioned above add to the complexity, and drawing more
quantitative conclusions proves to be difficult. However, given
that the correlation toward W49N is also significant, it seems
fair to say that our results confirm the importance of the reaction
OH+(H2,H)H2O+ and conclusions that OH+ is rather associated
with diffuse, atomic gas (Gerin et al. 2010b; Neufeld et al. 2010),
while the OH seen in unsaturated absorption is located in diffuse
molecular and translucent clouds. The underabundance of OH+

in the latter with respect to OH was also observed in UV spec-
troscopy (Krełowski et al. 2010).
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[OI] Observations 
toward Sgr B2

• Use archival SOFIA observations using 
the GREAT Heterodyne instrument 
(R=1.2×106 or 0.25 km s-1)

• The high SNR gives a good handle on 
the uncertainties

A&A proofs: manuscript no. ms

abundance in the foreground clouds (Vastel et al. 2000; Lis et
al. 2001; Vastel et al. 2002).

The [O i] 63 µm fine structure line emisison has been widely
used as a tracer of star formation both in galactic sources (Liseau
et al. 1999; Oberst et al. 2001; Karska et al. 2014) and in exter-
nal galaxies (Malhotra et al. 2001; Dale et al. 2004; González-
Alfonso et al. 20123; Farrah et al. 2013). Comparison of the
63 µm and 145 µm line intensities (Stacey et al. 1983) and
63 µm studies with higher spectral resolution (Kramer et al.
1998; Boreiko & Betz 1996; Leurini et al. 2015; Schneider et
al. 2018; Mookerjea et al. 2019) suggest that the lower-lying
63 µm line observed in emission is optically thick. Goldsmith et
al. (2021) found that approximately half of the 12 sources ob-
served with the upGREAT instrument on SOFIA showed clear
evidence of self-absorption profiles, indicating the presence of
large column densities of low-excitation atomic oxygen with
N(O0

le) = 2 � 7 ⇥ 1018 cm�2. Much of this is in regions that
would typically be assumed to be totally molecular, but which
in fact have X(Oo) ' 10�5. The low-excitation foreground gas
can be studied by the means of absorption spectroscopy toward
bright background dust ontinuum sources.

Sgr B2 is one of the brightest FIR continuum sources in the
Galaxy, and thus an excellent target for absorption studies. The
di↵erential rotation of the Milky Way allows separating in ve-
locity space spectral features from gas clouds at di↵erent galac-
tocentric radii (Greaves & Williams 1994; Fig. 4). Even at the
limited spectral resolution of the ISO LWS, the Sgr B2(M) [O i]
spectrum could be decomposed into 3 foreground velocity com-
ponents (Fig. 3 of Lis et al. 2001), and the atomic oxygen col-
umn density was shown to be correlated with the CO column
density, as expected if the two species are well mixed spatially.
An average atomic oxygen abundance of 2.7⇥ 10�4 with respect
to hydrogen nuclei was derived in the molecular phase (Lis et al.
2001).

The ISO study was limited by the spectral resolution of the
LWS instrument resulting in blending of multiple velocity com-
ponents. The GREAT instrument on SOFIA o↵ers tremendous
improvements in sensitivity and spectral resolution at 63 µm over
ISO LWS (see, e.g., Wiesemeyer et al. 2016; Goldsmith et al.
2021 for velocity-resolved [O i] observations of other sources).
In the present paper, we revisit the atomic oxygen abundance
in the foreground clouds on the sightline toward Sgr B2 using
archival SOFIA observations. The high spectral resolution of
GREAT allows for the first time separating the [O i] emission
from individual line-of-sight clouds, correctly masking velocity
intervals a↵ected by saturated absorption, and deriving accurate
atomic oxygen column densities and abundances.

2. Observations

We use publicly available SOFIA/GREAT (Heyminck
et al. 2012) observations of the 63 µm fine-structure
[O i] line from the NASA/IPAC SOFIA Science Archive
(https://irsa.ipac.caltech.edu/Missions/sofia.html; AOR ID
03_0088). The data downloaded from the archive were re-
reduced using the latest version of the GREAT pipeline (see
Appendix A). The [O i] spectrum is centered at the position of
Sgr B2M, 17h47m20.16s;�28d23004.500 (J2000).

Figure 1 (upper panel) shows the final [O i] 63 µm spectrum
divided by the continuum, resampled to 1 km s�1 spectral resolu-
tion. LSR velocities between �120 and +40 km s�1 correspond
to the foreground gas, while those greater than 40 km s�1 corre-
spond to the envelope of the Sgr B2 cloud. The higher gas densi-
ties present in this component make the excitation and the result-

Fig. 1. (Upper) SOFIA/GREAT [O i] spectrum toward Sgr B2(M) di-
vided by the continuum. Lower spectrum shows the di↵erence between
2 independent data subsets divided by 2, which is a measure of the un-
certainty in the [O i] spectrum. Gray areas show velocities excluded in
the analysis. This includes the Sgr B2 envelope at velocities greater
than 40 km s�1 and the region between -6 and 0 km s�1, where the [O i]
spectrum is contaminated by telluric absorption. (Lower) Average Her-

schel/HIFI spectrum of hydrogen fluoride toward Sgr B2(M) divided by
the continuum. Lower spectrum shows the di↵erence between the two
independent observations divided by 2, which is a measure of the un-
certainty in the average spectrum.

ing column densities uncertain. Consequently, we exclude these
velocities from the analysis. Velocities between �6 and 0 km s�1,
where the [O i] spectrum is contaminated by telluric absorption,
are also excluded. To estimate the noise level in the [O i] absorp-
tion region, we split the data into 2 independent subsets with
comparable integration times. The lower histogram shows the
di↵erence spectrum between the two subsets divided by 2, which
is a measure of the uncertainty in the final [O i] spectrum. The
di↵erence spectrum is flat over most velocities. The rms com-
puted in the �130 to 40 km s�1 velocity range is 0.0193, and we
use this value as uncertainty of the [O i] line-to-continuum ra-
tio in the analysis. The rms increases toward the edges, where
the two LO settings used in the observations do not fully over-
lap, resulting in an e↵ectively shorter integration time. In addi-
tion, higher rms is seen in the di↵erence spectrum at positive ve-
locities, where the foreground absorption may be contaminated
by wings of the [O i] emission from the Sgr B2 envelope. The
FWHM SOFIA beam size at the [O i] frequency is ⇠ 6.300.

We use archival Herschel/HIFI (de Graauw et al. 2010)
observations of hydrogen fluoride (HF) to determine H2 col-
umn densities in the various velocity components on the line
of sight toward Sgr B2. Two independent data sets are used
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abundance in the foreground clouds (Vastel et al. 2000; Lis et
al. 2001; Vastel et al. 2002).

The [O i] 63 µm fine structure line emisison has been widely
used as a tracer of star formation both in galactic sources (Liseau
et al. 1999; Oberst et al. 2001; Karska et al. 2014) and in exter-
nal galaxies (Malhotra et al. 2001; Dale et al. 2004; González-
Alfonso et al. 20123; Farrah et al. 2013). Comparison of the
63 µm and 145 µm line intensities (Stacey et al. 1983) and
63 µm studies with higher spectral resolution (Kramer et al.
1998; Boreiko & Betz 1996; Leurini et al. 2015; Schneider et
al. 2018; Mookerjea et al. 2019) suggest that the lower-lying
63 µm line observed in emission is optically thick. Goldsmith et
al. (2021) found that approximately half of the 12 sources ob-
served with the upGREAT instrument on SOFIA showed clear
evidence of self-absorption profiles, indicating the presence of
large column densities of low-excitation atomic oxygen with
N(O0

le) = 2 � 7 ⇥ 1018 cm�2. Much of this is in regions that
would typically be assumed to be totally molecular, but which
in fact have X(Oo) ' 10�5. The low-excitation foreground gas
can be studied by the means of absorption spectroscopy toward
bright background dust ontinuum sources.

Sgr B2 is one of the brightest FIR continuum sources in the
Galaxy, and thus an excellent target for absorption studies. The
di↵erential rotation of the Milky Way allows separating in ve-
locity space spectral features from gas clouds at di↵erent galac-
tocentric radii (Greaves & Williams 1994; Fig. 4). Even at the
limited spectral resolution of the ISO LWS, the Sgr B2(M) [O i]
spectrum could be decomposed into 3 foreground velocity com-
ponents (Fig. 3 of Lis et al. 2001), and the atomic oxygen col-
umn density was shown to be correlated with the CO column
density, as expected if the two species are well mixed spatially.
An average atomic oxygen abundance of 2.7⇥ 10�4 with respect
to hydrogen nuclei was derived in the molecular phase (Lis et al.
2001).

The ISO study was limited by the spectral resolution of the
LWS instrument resulting in blending of multiple velocity com-
ponents. The GREAT instrument on SOFIA o↵ers tremendous
improvements in sensitivity and spectral resolution at 63 µm over
ISO LWS (see, e.g., Wiesemeyer et al. 2016; Goldsmith et al.
2021 for velocity-resolved [O i] observations of other sources).
In the present paper, we revisit the atomic oxygen abundance
in the foreground clouds on the sightline toward Sgr B2 using
archival SOFIA observations. The high spectral resolution of
GREAT allows for the first time separating the [O i] emission
from individual line-of-sight clouds, correctly masking velocity
intervals a↵ected by saturated absorption, and deriving accurate
atomic oxygen column densities and abundances.

2. Observations

We use publicly available SOFIA/GREAT (Heyminck
et al. 2012) observations of the 63 µm fine-structure
[O i] line from the NASA/IPAC SOFIA Science Archive
(https://irsa.ipac.caltech.edu/Missions/sofia.html; AOR ID
03_0088). The data downloaded from the archive were re-
reduced using the latest version of the GREAT pipeline (see
Appendix A). The [O i] spectrum is centered at the position of
Sgr B2M, 17h47m20.16s;�28d23004.500 (J2000).

Figure 1 (upper panel) shows the final [O i] 63 µm spectrum
divided by the continuum, resampled to 1 km s�1 spectral resolu-
tion. LSR velocities between �120 and +40 km s�1 correspond
to the foreground gas, while those greater than 40 km s�1 corre-
spond to the envelope of the Sgr B2 cloud. The higher gas densi-
ties present in this component make the excitation and the result-

Fig. 1. (Upper) SOFIA/GREAT [O i] spectrum toward Sgr B2(M) di-
vided by the continuum. Lower spectrum shows the di↵erence between
2 independent data subsets divided by 2, which is a measure of the un-
certainty in the [O i] spectrum. Gray areas show velocities excluded in
the analysis. This includes the Sgr B2 envelope at velocities greater
than 40 km s�1 and the region between -6 and 0 km s�1, where the [O i]
spectrum is contaminated by telluric absorption. (Lower) Average Her-

schel/HIFI spectrum of hydrogen fluoride toward Sgr B2(M) divided by
the continuum. Lower spectrum shows the di↵erence between the two
independent observations divided by 2, which is a measure of the un-
certainty in the average spectrum.

ing column densities uncertain. Consequently, we exclude these
velocities from the analysis. Velocities between �6 and 0 km s�1,
where the [O i] spectrum is contaminated by telluric absorption,
are also excluded. To estimate the noise level in the [O i] absorp-
tion region, we split the data into 2 independent subsets with
comparable integration times. The lower histogram shows the
di↵erence spectrum between the two subsets divided by 2, which
is a measure of the uncertainty in the final [O i] spectrum. The
di↵erence spectrum is flat over most velocities. The rms com-
puted in the �130 to 40 km s�1 velocity range is 0.0193, and we
use this value as uncertainty of the [O i] line-to-continuum ra-
tio in the analysis. The rms increases toward the edges, where
the two LO settings used in the observations do not fully over-
lap, resulting in an e↵ectively shorter integration time. In addi-
tion, higher rms is seen in the di↵erence spectrum at positive ve-
locities, where the foreground absorption may be contaminated
by wings of the [O i] emission from the Sgr B2 envelope. The
FWHM SOFIA beam size at the [O i] frequency is ⇠ 6.300.

We use archival Herschel/HIFI (de Graauw et al. 2010)
observations of hydrogen fluoride (HF) to determine H2 col-
umn densities in the various velocity components on the line
of sight toward Sgr B2. Two independent data sets are used
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FIG. 3.ÈTop: Observed O I (63 km) Fabry-Perot spectrum (D35 km
s~1 resolution ; gray line) and MEM-deconvolved spectrum (D10È15 km
s~1 resolution ; solid black line). Bottom: H I and 13CO (1È0) absorption
spectra toward Sgr B2(M) (gray and black lines, respectively). The 13CO
spectrum toward the central position has been corrected for the cloud
emission averaged over a 40A square frame.

resulting spectrum. The resulting 1 p statistical uncer-
tainties for the intensities of the three O I components are
estimated to be D3%È5%.

The Sgr B2 envelope is seen in O I emission (Fig. 2).
However, no emission is seen at the velocities of the fore-
ground clouds. Molecular absorption can indeed be seen at
each of the velocities of the O I absorption. Figure 3 com-
pares the 13CO (1È0) absorption spectrum for the Sgr
B2(M) line of sight (observed with the IRAM 30-meter
telescope) with the LWS O I spectrum. However, the H I

spectrum must also be compared. For Sgr B2(M) there
exists such a spectrum (Garwood & Dickey 1989) and, as
can be seen in Figure 3, H I absorption is also present for
each velocity at which O I absorption is seen.

3. DISCUSSION

There are two major complications, which must be dealt
with before any O I absorption line can be used to assign
atomic oxygen abundance to a molecular cloud. The Ðrst is
the fact that atomic oxygen will exist in line-of-sight H I

clouds. The clouds, which show H I absorption at the same
velocity as 13CO, are very likely close to, or attached to the
molecular clouds, probably as halos (Wannier, Lichten, &
Morris 1983 ; region A in Fig. 1b). This problem can be
approached if good quality H I absorption spectra are avail-

able. The second is the above-mentioned problem of the
PDRs on the line of sight. According to the models, some
signiÐcant region of the PDR near the surface (D1 willA

v
)

contain (region B in Fig. 1b), but no CO or other traceH2molecules whose presence deÐnes the molecular cloud
(region C). Region B, like the H I region, will contain O I,
and should also contribute to the absorption.4 The assign-
ment of O I to the molecular cloud is therefore a tricky
operation. Although various PDR models show di†erences
in the depth into the cloud of the H interface, they allI/H2have an region bereft of CO (region B) of roughly theH2same extent.

We may wonder if O I in the PDR (region B) will be
detectable. From the model there is D1 of such materialA

von the line of sight through a molecular cloud. This would
correspond to a detectable O I absorption with an equiva-
lent width of 3.5 km s~1, assuming an O/H ratio of
3.2 ] 10~4. However, aside from the problem of not being
able to identify the purely C I region (Keene et al. 1985),
there is another measurement that raises doubt about the
existence of a pure region. The modeling by AnderssonH2& Wannier (1993) of observations of dark clouds in the lines
of H I, OH, and CO leads to their interpretation that H I

halos lie much closer to the molecular clouds as deÐned by
CO observations than predicted by standard chemical and
photodissociation models as of that date. They conclude
that the formation rate of used in the models is probablyH2too large, leading to a region of pure much larger than isH2observed.

Thus, the method here, to compare O I absorptions after
subtracting the contribution from the H I halo in clouds of
varying CO column density, should allow the identiÐcation
of any surface region, by means of the O I intercept. If there
is a proportionality found between O I and CO, this will
provide the relative abundance of atomic oxygen in CO
regions.

Referring to the MEM-deconvolved O I spectrum of Sgr
B2 (Fig. 2), we see that the spectrum naturally separates into
three velocity ranges corresponding to absorption by fore-
ground clouds at velocities less than [78 km s~1, [78 to
[25 km s~1, and [25 to 30 km s~1, plus the absorption
feature at D60 km s~1 corresponding to the envelope of Sgr
B2 itself. In this paper we are not concerned with the Sgr B2
envelope feature at 60 km s~1, because it is warm and likely
to be contaminated by O I emission, but will analyze the
cold foreground clouds. For these three velocity ranges we
have O I, H I, and 13CO spectra, which allow us to deter-
mine the atomic oxygen, atomic hydrogen, and 13CO
column densities for the three O I velocity components
(Table 1). From the high spectral resolution 13CO and H I

spectra it is plausible that the three O I absorption features
further break into multiple components (see Fig. 3).

Since we have the H I column density for each velocity
range, using the measured [O]/[H] ratio in di†use clouds
(3.2 ] 10~4 ; Meyer, Jura, & Cardelli 1998) we can deter-
mine the O I column density associated with the H I region
and subtract this from the observed O I column density,
N(O to get the O I column density associated with theI)obs ,

4 It is important to note that the density of these PDRs is likely to be
quite low (a few 102 to a few 103 cm~3), so that O I atoms are all in the
ground state and the O I column density is accurately determined by an
absorption measurement.
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spectrum toward the central position has been corrected for the cloud
emission averaged over a 40A square frame.
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However, no emission is seen at the velocities of the fore-
ground clouds. Molecular absorption can indeed be seen at
each of the velocities of the O I absorption. Figure 3 com-
pares the 13CO (1È0) absorption spectrum for the Sgr
B2(M) line of sight (observed with the IRAM 30-meter
telescope) with the LWS O I spectrum. However, the H I

spectrum must also be compared. For Sgr B2(M) there
exists such a spectrum (Garwood & Dickey 1989) and, as
can be seen in Figure 3, H I absorption is also present for
each velocity at which O I absorption is seen.

3. DISCUSSION

There are two major complications, which must be dealt
with before any O I absorption line can be used to assign
atomic oxygen abundance to a molecular cloud. The Ðrst is
the fact that atomic oxygen will exist in line-of-sight H I

clouds. The clouds, which show H I absorption at the same
velocity as 13CO, are very likely close to, or attached to the
molecular clouds, probably as halos (Wannier, Lichten, &
Morris 1983 ; region A in Fig. 1b). This problem can be
approached if good quality H I absorption spectra are avail-

able. The second is the above-mentioned problem of the
PDRs on the line of sight. According to the models, some
signiÐcant region of the PDR near the surface (D1 willA

v
)

contain (region B in Fig. 1b), but no CO or other traceH2molecules whose presence deÐnes the molecular cloud
(region C). Region B, like the H I region, will contain O I,
and should also contribute to the absorption.4 The assign-
ment of O I to the molecular cloud is therefore a tricky
operation. Although various PDR models show di†erences
in the depth into the cloud of the H interface, they allI/H2have an region bereft of CO (region B) of roughly theH2same extent.

We may wonder if O I in the PDR (region B) will be
detectable. From the model there is D1 of such materialA

von the line of sight through a molecular cloud. This would
correspond to a detectable O I absorption with an equiva-
lent width of 3.5 km s~1, assuming an O/H ratio of
3.2 ] 10~4. However, aside from the problem of not being
able to identify the purely C I region (Keene et al. 1985),
there is another measurement that raises doubt about the
existence of a pure region. The modeling by AnderssonH2& Wannier (1993) of observations of dark clouds in the lines
of H I, OH, and CO leads to their interpretation that H I

halos lie much closer to the molecular clouds as deÐned by
CO observations than predicted by standard chemical and
photodissociation models as of that date. They conclude
that the formation rate of used in the models is probablyH2too large, leading to a region of pure much larger than isH2observed.

Thus, the method here, to compare O I absorptions after
subtracting the contribution from the H I halo in clouds of
varying CO column density, should allow the identiÐcation
of any surface region, by means of the O I intercept. If there
is a proportionality found between O I and CO, this will
provide the relative abundance of atomic oxygen in CO
regions.

Referring to the MEM-deconvolved O I spectrum of Sgr
B2 (Fig. 2), we see that the spectrum naturally separates into
three velocity ranges corresponding to absorption by fore-
ground clouds at velocities less than [78 km s~1, [78 to
[25 km s~1, and [25 to 30 km s~1, plus the absorption
feature at D60 km s~1 corresponding to the envelope of Sgr
B2 itself. In this paper we are not concerned with the Sgr B2
envelope feature at 60 km s~1, because it is warm and likely
to be contaminated by O I emission, but will analyze the
cold foreground clouds. For these three velocity ranges we
have O I, H I, and 13CO spectra, which allow us to deter-
mine the atomic oxygen, atomic hydrogen, and 13CO
column densities for the three O I velocity components
(Table 1). From the high spectral resolution 13CO and H I

spectra it is plausible that the three O I absorption features
further break into multiple components (see Fig. 3).

Since we have the H I column density for each velocity
range, using the measured [O]/[H] ratio in di†use clouds
(3.2 ] 10~4 ; Meyer, Jura, & Cardelli 1998) we can deter-
mine the O I column density associated with the H I region
and subtract this from the observed O I column density,
N(O to get the O I column density associated with theI)obs ,

4 It is important to note that the density of these PDRs is likely to be
quite low (a few 102 to a few 103 cm~3), so that O I atoms are all in the
ground state and the O I column density is accurately determined by an
absorption measurement.
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• Fluorine reacts exothermically with H2 to
produce HF

• HF extensively studied by Herschel/HIFI
• Abundance calibrated with respect to 

CH
• In diffuse/translucent clouds X(HF) = 

(1.4±0.17) × 10-8 with respect to H2
• HF depletion at higher densities, e.g, 

Orion KL outflow ~3 × 10-10

• Use multiple archival Herschel/HIFI 
observations toward Sgr B2 to estimate 
the uncertainties

Phillips+ 2010, Neufeld+ 2010, Sonnentrucker+ 2010, Monje+ 2011, Emprechtinger+ 2012

HF as a Proxy for H2P. Sonnentrucker et al.: HF in diffuse molecular clouds

Fig. 1. Top: normalized spectra of HF and para-H2O over VLSR =
[−40,85] km s−1 (see Sect. 2 for details). Bottom: HF J = 1−0 antenna
temperature versus para-H2O 111−000 antenna temperature over the ve-
locity ranges indicated at the top of the figure toward the W49N sight
line. The solid black lines represent the expected loci for given optical
depth ratios of HF to para-water of 5, 3, 2, 1, 0.5, 0.33, 0.2 from top to
bottom.

toward W51, with the best fit to each spectrum superimposed as
a red line. The quality of both fits clearly demonstrates that our
assumption regarding the similarity in distribution for HF and
para-water is justified for the cloud complex at 6 km s−1 and the
12 km s−1 component. This figure further shows that the distribu-
tion of HCO+ does differ slightly from that of HF for the 6 km s−1

cloud complex and that the 24 km s−1 component is traced by
HF alone. The HCO+ counterpart of the 45 km s−1 complex is
blended with strong emission, preventing Godard et al. (2010)
from deriving the cloud structure for this absorption complex.
In addition the blending between the various features seen in
our data is too severe to lead to a unique fitting solution. We
therefore integrated the HF and water absorption profiles over
the entire 42−47 km s−1 range (see Gerin et al. 2010).

Toward W49N, the HF and para-water cloud complexes in
the 30−50 and 50−65 km s−1 ranges are all optically thicker than
those toward W51. Additionally, the various cloud components
detected in HCO+ by Godard et al. (2010) are more severely
blended than toward W51, preventing us from obtaining a unique
fit to the cloud distributions for W49N. Consequently, we in-
tegrated the HF and para-water optical depths over the entire

Fig. 2. Top: normalized spectra of HF and para-H2O over VLSR = [−40,
85] km s−1. Bottom: HF J = 1−0 antenna temperature versus para-H2O
111−000 antenna temperature over the velocity ranges indicated in the
lower right corner toward the W51 sight line. Note the absence of para-
water absorption compared to HF for VLSR = [20,30] km s−1 (blue di-
amonds). The solid black lines represent the expected loci for given
optical depth ratios of HF to para-water of 5, 3, 2, 1, 0.5, 0.33, 0.2 from
top to bottom.

velocity ranges with the exception of the two absorbing clouds
at LSR velocities of 68 and 71 km s−1. These two components
are optically thin in both HF and para-water and were fitted with
Gaussians using the same method as for W51.

Following Neufeld et al. (2010), we derived the HF and para-
water column densities for each LSR velocity range by divid-
ing the velocity-integrated optical depths of HF and para-water
by 4.16 × 10−13 cm2/km s−1 and 4.30 × 10−13 cm2/km s−1, re-
spectively, to obtain the results given in Table 1. Here, we as-
sume that the absorbing material completely covers the contin-
uum emission region, and that each molecule is primarily in
its ground state. The latter assumption is justified because the
gas density is much lower than the critical density at which
the collisional deexcitation and spontaneous decay rates would
be equal (Neufeld et al. 2010). For the same velocity ranges,
we have presented estimates for the H2 and atomic H column
densities. In diffuse molecular clouds (also known as “translu-
cent clouds” in the classification proposed by Snow & McCall
2006), direct measurements of the H2 and CH column den-
sity via far- and near-UV absorption spectroscopy showed that
molecular hydrogen and CH trace each other linearly, with

Page 3 of 5
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• Use multiple independent archival 
Herschel/HIFI observations of HF toward 
Sgr B2 to estimate the uncertainties

A&A proofs: manuscript no. ms

abundance in the foreground clouds (Vastel et al. 2000; Lis et
al. 2001; Vastel et al. 2002).

The [O i] 63 µm fine structure line emisison has been widely
used as a tracer of star formation both in galactic sources (Liseau
et al. 1999; Oberst et al. 2001; Karska et al. 2014) and in exter-
nal galaxies (Malhotra et al. 2001; Dale et al. 2004; González-
Alfonso et al. 20123; Farrah et al. 2013). Comparison of the
63 µm and 145 µm line intensities (Stacey et al. 1983) and
63 µm studies with higher spectral resolution (Kramer et al.
1998; Boreiko & Betz 1996; Leurini et al. 2015; Schneider et
al. 2018; Mookerjea et al. 2019) suggest that the lower-lying
63 µm line observed in emission is optically thick. Goldsmith et
al. (2021) found that approximately half of the 12 sources ob-
served with the upGREAT instrument on SOFIA showed clear
evidence of self-absorption profiles, indicating the presence of
large column densities of low-excitation atomic oxygen with
N(O0

le) = 2 � 7 ⇥ 1018 cm�2. Much of this is in regions that
would typically be assumed to be totally molecular, but which
in fact have X(Oo) ' 10�5. The low-excitation foreground gas
can be studied by the means of absorption spectroscopy toward
bright background dust ontinuum sources.

Sgr B2 is one of the brightest FIR continuum sources in the
Galaxy, and thus an excellent target for absorption studies. The
di↵erential rotation of the Milky Way allows separating in ve-
locity space spectral features from gas clouds at di↵erent galac-
tocentric radii (Greaves & Williams 1994; Fig. 4). Even at the
limited spectral resolution of the ISO LWS, the Sgr B2(M) [O i]
spectrum could be decomposed into 3 foreground velocity com-
ponents (Fig. 3 of Lis et al. 2001), and the atomic oxygen col-
umn density was shown to be correlated with the CO column
density, as expected if the two species are well mixed spatially.
An average atomic oxygen abundance of 2.7⇥ 10�4 with respect
to hydrogen nuclei was derived in the molecular phase (Lis et al.
2001).

The ISO study was limited by the spectral resolution of the
LWS instrument resulting in blending of multiple velocity com-
ponents. The GREAT instrument on SOFIA o↵ers tremendous
improvements in sensitivity and spectral resolution at 63 µm over
ISO LWS (see, e.g., Wiesemeyer et al. 2016; Goldsmith et al.
2021 for velocity-resolved [O i] observations of other sources).
In the present paper, we revisit the atomic oxygen abundance
in the foreground clouds on the sightline toward Sgr B2 using
archival SOFIA observations. The high spectral resolution of
GREAT allows for the first time separating the [O i] emission
from individual line-of-sight clouds, correctly masking velocity
intervals a↵ected by saturated absorption, and deriving accurate
atomic oxygen column densities and abundances.

2. Observations

We use publicly available SOFIA/GREAT (Heyminck
et al. 2012) observations of the 63 µm fine-structure
[O i] line from the NASA/IPAC SOFIA Science Archive
(https://irsa.ipac.caltech.edu/Missions/sofia.html; AOR ID
03_0088). The data downloaded from the archive were re-
reduced using the latest version of the GREAT pipeline (see
Appendix A). The [O i] spectrum is centered at the position of
Sgr B2M, 17h47m20.16s;�28d23004.500 (J2000).

Figure 1 (upper panel) shows the final [O i] 63 µm spectrum
divided by the continuum, resampled to 1 km s�1 spectral resolu-
tion. LSR velocities between �120 and +40 km s�1 correspond
to the foreground gas, while those greater than 40 km s�1 corre-
spond to the envelope of the Sgr B2 cloud. The higher gas densi-
ties present in this component make the excitation and the result-

Fig. 1. (Upper) SOFIA/GREAT [O i] spectrum toward Sgr B2(M) di-
vided by the continuum. Lower spectrum shows the di↵erence between
2 independent data subsets divided by 2, which is a measure of the un-
certainty in the [O i] spectrum. Gray areas show velocities excluded in
the analysis. This includes the Sgr B2 envelope at velocities greater
than 40 km s�1 and the region between -6 and 0 km s�1, where the [O i]
spectrum is contaminated by telluric absorption. (Lower) Average Her-

schel/HIFI spectrum of hydrogen fluoride toward Sgr B2(M) divided by
the continuum. Lower spectrum shows the di↵erence between the two
independent observations divided by 2, which is a measure of the un-
certainty in the average spectrum.

ing column densities uncertain. Consequently, we exclude these
velocities from the analysis. Velocities between �6 and 0 km s�1,
where the [O i] spectrum is contaminated by telluric absorption,
are also excluded. To estimate the noise level in the [O i] absorp-
tion region, we split the data into 2 independent subsets with
comparable integration times. The lower histogram shows the
di↵erence spectrum between the two subsets divided by 2, which
is a measure of the uncertainty in the final [O i] spectrum. The
di↵erence spectrum is flat over most velocities. The rms com-
puted in the �130 to 40 km s�1 velocity range is 0.0193, and we
use this value as uncertainty of the [O i] line-to-continuum ra-
tio in the analysis. The rms increases toward the edges, where
the two LO settings used in the observations do not fully over-
lap, resulting in an e↵ectively shorter integration time. In addi-
tion, higher rms is seen in the di↵erence spectrum at positive ve-
locities, where the foreground absorption may be contaminated
by wings of the [O i] emission from the Sgr B2 envelope. The
FWHM SOFIA beam size at the [O i] frequency is ⇠ 6.300.

We use archival Herschel/HIFI (de Graauw et al. 2010)
observations of hydrogen fluoride (HF) to determine H2 col-
umn densities in the various velocity components on the line
of sight toward Sgr B2. Two independent data sets are used

Article number, page 2 of 7
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• Jansky VLA HI 21-cm observations
• Several lines of sight, including Sgr B2
• Provides HI column density as a 

function of velocity, along with 1 and 
3-σ confidence levels

Winkel+ 2017

HI 21-cm Observations
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ABSTRACT

Context. Recent submillimeter and far-infrared wavelength observations of absorption in the rotational ground-state lines of various
simple molecules against distant Galactic continuum sources have opened the possibility of studying the chemistry of di↵use molec-
ular clouds throughout the Milky Way. In order to calculate abundances, the column densities of molecular and atomic hydrogen, H i,
must be known.
Aims. We aim at determining the atomic hydrogen column densities for di↵use clouds located on the sight lines toward a sample of
prominent high-mass star-forming regions that were intensely studied with the HIFI instrument onboard Herschel.
Methods. Based on Jansky Very Large Array data, we employ the 21 cm H i absorption-line technique to construct profiles of the H i
opacity versus radial velocity toward our target sources. These profiles are combined with lower resolution archival data of extended
H i emission to calculate the H i column densities of the individual clouds along the sight lines. We employ Bayesian inference to
estimate the uncertainties of the derived quantities.
Results. Our study delivers reliable estimates of the atomic hydrogen column density for a large number of di↵use molecular clouds
at various Galactocentric distances. Together with column densities of molecular hydrogen derived from its surrogates observed with
HIFI, the measurements can be used to characterize the clouds and investigate the dependence of their chemistry on the molecular
fraction, for example.

Key words. astrochemistry – ISM: abundances – ISM: molecules

1. Introduction

Between 2009 and 2013, absorption-line measurements with the
Heterodyne Instrument for the Far Infrared (HIFI; de Graauw
et al. de Graauw et al. 2010) onboard Herschel

1 have revolution-
ized our view of chemistry in the di↵use interstellar medium
(ISM). Studies with HIFI have targeted the ground-state ro-
tational transitions of a variety of (mostly) di- and triatomic
molecules. For earth-bound astronomy, these are very di�cult
or impossible to observe as a result of the absorption from
H2O vapor and dry constituents of the atmosphere. With excel-
lent spectral resolution (⇠0.1 km s�1), in particular the Guaran-
teed Time Observing Programs PRISMAS (Gerin et al. 2012)
and HEXOS (Bergin et al. 2010) have delivered a whole se-
ries of remarkable results that address H2O itself (Lis et al.
2010; van Dishoeck et al. 2013), for instance, but also the
other reactants leading to its formation, that is, OH+, H2O+,

? The data sets are available at the CDS via anonymous ftp to
cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/600/A2
1

Herschel is an ESA space observatory with science instruments pro-
vided by European-led Principal Investigator consortia and with impor-
tant participation from NASA.

and H3O+ (Gerin et al. 2010a; Indriolo et al. 2015; Gerin et al.
2016). Now that Herschel has ceased operations, the HIFI instru-
ment finds its continuation and extension in the GREAT receiver
(Heyminck et al. 2012) flown on the Stratospheric Observatory
for Infrared Astronomy (SOFIA). For example, to the H2/oxygen
chemistry path, observations with GREAT have added data with
high spectral resolution on the 2.5 THz ground-state transition
of OH and the 63 µm [OI] fine-structure line (Wiesemeyer et al.
2012, 2016). The basic pathways of nitrogen and carbon chem-
istry have been similarly explored through observations of
CH, CH+, and C3 (Gerin et al. 2010b; Falgarone et al. 2010;
Mookerjea et al. 2012), and of NH, NH2, and NH3, respectively
(Persson et al. 2010, 2012). It should be added that the rotational
ground-state transitions of several hydrides species lie in favor-
able atmospheric windows and can be explored from the ground,
for example with the Atacama Pathfinder Experiment telescope
(APEX). These include NH2 (van Dishoeck et al. 1993), OH+
(Wyrowski et al. 2010), SH+, HCl, and 13CH+ (all Menten et al.
2011).

In optical and UV observations of absorption lines the back-
ground sources must be bright stars, which limits these studies
mostly to di↵use clouds within 1–2 kpc (Snow & McCall 2006).
In contrast, at submillimeter and far-infrared wavelengths,
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Fig. 9. As Fig. 7 for the sight lines toward Sgr B2.

the derived column density profile. This caveat holds for all de-
rived fH2 profiles, not only for this one.

5.2.4. W 49N

This 11.11 ± 0.86 kpc long sight line (Zhang et al. 2013) con-
tains three groups of di↵use clouds, both in H i and in HF. Their
velocity intervals are 0 to 20 km s�1, 30 to 45 km s�1, and 45 to
70 km s�1, corresponding to the Perseus arm (where W 49N is
located), and the near- and far-side crossings of the Sagittarius
arm, respectively (cf. Vallée 2008). In the recent literature, the
far-side crossing of the Sagittarius arm is instead assigned to a
crossing of the molecular ring, as modeled by Dobbs & Burkert
(2012). Di↵erent from Vallée (2008), the authors assume that
the Scutum-Centaurus arm starts immediately at the bar, not at
the Sagittarius–Carina arm. Li et al. (2016) modeled the molec-
ular ring as an ensemble formed by two bar-driven spiral arms
and the Scutum arm. In the framework of either model it seems
fair to say that the velocities around 50 km s�1 are also assigned
to interarm gas. By consequence, the corresponding molecular

hydrogen fractions are significantly di↵erent: typically 20% in
the interarm gas, and above 50% in the spiral arms. Such an arm-
to-interarm contrast compares to that found in the outer Galaxy
(Koda et al. 2016). The sightline to W 49, located at a galacto-
centric distance of 7.6 kpc (Table 1), crosses a larger fraction of
atomic gas than the sightlines toward targets in the inner Galaxy.

5.2.5. W 51e4

The sight line to W 51e4, which is at 5.41 ± 0.21 kpc distance
(Sato et al. 2010), follows the Sagittarius spiral arm. As in the
case of W 49N, the contrast between the interarm region and the
near-side crossing of the Sagittarius spiral arm is higher in HF
than in H i.

6. Summary

Based on JVLA 21 cm absorption profiles combined with H i
emission line data of the interferometric galactic plane surveys,
we were able to infer the optical depth, spin temperatures, and
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Column Densities
Lis et al.: Atomic oxygen

Fig. B.3. Total hydrogen nuclei column density toward Sgr B2(M) as
a function of velocity (black squares). The molecular, 2 ⇥ N(H2), and
atomic, N(H i) components are shown in cyan and green, respectively.
Error bars are ±1�.

density in 1 km s�1 velocity channels as a function of LSR veloc-
ity. Figure B.3 shows the total hydrogen nuclei column density
as a function of velocity, along with the molecular and atomic
contributions, as described in the text.

Article number, page 7 of 7
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in the analysis, which allows accurate quantification of the in-
strumental uncertainties. Both data sets, reduced using the latest
HIFI instrument pipeline, were downloaded from the ESA Her-

schel Science Archive (https://archives.esac.esa.int/hsa/whsa/)
and imported into the IRAM Gildas software package
(https://www.iram.fr/IRAMFR/GILDAS/) for subsequent anal-
ysis. The first observation is a Band 5A spectral scan of Sgr
B2(M), centered at the same position as the O i spectrum (OB-
SID 1342204739). The second observation is a 40 long north-
south strip taken in the double-beam-switch (DBS) observing
mode (OBSID 1342205881). The DBS reference beams lie ap-
proximately 30 east and west (i.e. perpendicular to the roughly
north–south elongation of Sgr B2). Two spectra in the strip clos-
est to Sgr B2(M) (< 1000 o↵sets) are averaged with uniform
weighting to produce the final spectrum used in the analysis.We
use spectra taken with the HIFI wide band spectrometer (WBS)
providing a spectral resolution of 1.1 MHz over a 4 GHz IF
bandwidth. The FWHM HIFI beam size at the HF frequency
is ⇠ 1800, about 3 times larger than the SOFIA beam size at the
[O i] frequency. However, the foreground clouds are expected to
be extended on such angular scales and to fully cover the back-
ground continuum source. This conclusion is supported by the
good agreement between the two independent HF spectra taken
at positions o↵set by about half of the HIFI beam.

Figure 1 (lower panel) shows the final HF spectrum, equally
weighted average of the 2 instrumental polarizations and the 2
independent observations, resampled to 1 km s�1 velocity reso-
lution. The lower histogram shows the di↵erence between the
spectral scan and DSB observations divided by 2, which is a
measure of the uncertainty in the final HF spectrum. The di↵er-
ence spectrum is very flat and shows no residuals, even at posi-
tive velocities where background absorption may potentially be
contaminated by the Sgr B2 envelope emission (see the HF emis-
sion wing at velocities greater than 85 km s�1. The rms computed
in the �130 to 40 km s�1 velocity range is 0.0145, and we use this
value as the uncertainty of the HF line-to-continuum ratio in the
analysis.

3. Results

To derive the oxygen optical depths and the corresponding col-
umn densities in the individual channels, we follow established
procedures commonly used in the analysis of HIFI observations
of light hydrides (e.g., Neufeld et al. 2010; Lis et al. 2010;
Monje et al. 2011). We first derive the optical depth of the [O i]
and HF lines (⌧ = �ln[1 � TL/TC], where TL/TC is the line-to-
continuum ratio), assuming that the foreground absorption com-
pletely covers the continuum source and that all oxygen atoms
are in the ground state. The spiral arm clouds on the line of sight
toward Sgr B2 have moderate densities, up to a few ⇥104 cm�3

(Greaves & Williams 1994). This is lower than the critical den-
sity for the excitation of the 63 µm O i line (5.0 ⇥ 105 cm�3 for
collisions with H2 and 7.8⇥105 cm�3 for collisions with H (Lique
et al. 2018; Goldsmith et al. 2019), and the assumption that all
the population is in the ground state is thus well justified. Fig-
ures B.1 in Appendix B shows the [O i] optical depths and the
corresponding column density as a function of velocity.

To determine the oxygen abundance, H2 and H column den-
sities in the line-of-sight clouds are required. Because of its
unique thermochemistry, hydrogen fluoride, HF, has been shown
to be an excellent tracer of H2 (e.g., Phillips et al. 2010; Neufeld
et al. 2010; Sonnentrucker et al. 2010; Monje et al. 2011). The
HF abundance with respect to H2 in di↵use/translucent clouds,
determined from a comparison with CH observations, is in the

Fig. 2. Atomic oxygen abundance relative to hydrogen nuclei as a func-
tion of velocity. The mean value of the 120 individual channels within
the �120 and 40 km s�1 velocity range is 2.51⇥ 10�4 and the dispersion
of the individual channels is 0.65 ⇥ 10�4. The horizontal dotted lines
mark the mean value and ±1� dispersion computed from the ensemble
of individual measurements. The black vertical error bars mark ±1� un-
certainties in the individual channels, as described in the text. Color bars
mark velocity ranges corresponding to the 3 kpc, 5 kpc, Sagittarius, and
Scutum arms (red, magenta, blue, and yellow, respectively). Velocities
corresponding to the Galactic center gas are marked in green and those
of the local gas in gray. Channels with saturated absorption are masked.

range (1.1 � 1.6) ⇥ 10�8, with an average of (1.4 ± 0.17) ⇥
10�8 (multiple velocity components toward W51, W49N, and
NGC6334I; Sonnentrucker et al. 2010; Emprechtinger et al.
2012). We use this value to convert the HF column density to the
H2 column density (Figure B.2 in Appendix B). To characterize
the atomic gas component on the line of sight toward Sgr B2, we
use the H i column densities of Winkel et al. (2017). Figure B.3
in Appendix B shows the total hydrogen nuclei column density
as a function of velocity, along with the molecular and atomic
contributions.

Figure 2 shows the gas-phase atomic oxygen abundance as
a function of velocity, derived from the observations of the
63 µm line. The average abundance with respect to hydrogen
nuclei, computed over the �120 to +40 km s�1 velocity range is
(2.51 ± 0.69) ⇥ 10�4. The dotted horizontal lines mark ±1� dis-
persion of the individual measurements computed from the en-
semble of 120 independent velocity channels. Black error bars
are the formal 1� uncertainties of the individual measurements,
computed by combining in quadrature corresponding uncertain-
ties in the column densities of the atomic oxygen, atomic, and
molecular hydrogen. They are typically smaller than the ensem-
ble dispersion, suggesting the presence of variations in the local
atomic oxygen abundance among di↵erent velocity components.

4. Discussion

The average atomic oxygen abundance toward Sgr B2 derived
here, (2.51 ± 0.69) ⇥ 10�4, is in excellent agreement with the
ISO value of 2.7 ⇥ 10�4 (Lis et al. 2001), which was based on
13CO column density estimates for the molecular gas compo-
nent. Figure 3 shows a normalized histogram of the O0 abun-
dances in the 120 individual velocity channel. The histogram is
non-Gaussian and shows a narrow peak around 2.25 ⇥ 10�4 and
a broader shoulder around 3.15 ⇥ 10�4, comparable to the val-
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Appendix A: SOFIA data reduction

The data were collected on 2015 July 19, on the southern hemi-
sphere deployment of SOFIA’s Cycle 1, at 11.3 to 11.5 km alti-
tude, under a precipitable water vapor column of typically 6 µm
at zenith. The high-frequency channel of GREAT was tuned
to the [OI] line alternatingly in the lower and upper sideband,
so as to synthesize a sightline velocity interval from �200 to
+135 km s�1. In the velocity interval considered here, the me-
dian single-sideband system temperatures at zenith are 2100 and
2400 K for lower-, upper- sideband tuning, respectively. Atmo-
spheric and Galactic backgrounds were removed by chopping to
a reference position at 16000 on either side of Sgr B2(M), at a
position angle of 30 deg (East to South), i.e., perpendicular to
the object’s elongation. The FWHM beam size of 6.600 was mea-
sured from cross-scans on Mars.

The spectra were calibrated to forward-beam brightness tem-
peratures (with a 97% forward e�ciency) against loads at am-
bient and cold temperatures, and then to main-beam brightness
temperatures using a 67% main beam e�ciency. The 63 µm [OI]
transition is located in the wing of a broad water vapor absorp-
tion feature; the applied transmission correction is derived from
modeling the measured atmospheric total power emission re-
ceived in the signal and image bands. In order to minimize the
impact of mixer gain drifts, only the o↵-target spectra immedi-
ately following a calibration load measurement were used, i.e.,
the correction was determined scan-wise, and then scaled to the
current elevation of each recorded spectrum.

The continuum emission of Sgr B2(M) is obtained from
a dedicated double-sideband calibration. While the signal-to-
image band gain ratio may deviate from unity (a standard de-
viation of 5%), the overall reliability of the calibration scheme
can be monitored with two tests: First, the saturation of the [OI]
line at the systemic velocity defines the zero level for the single-
sideband calibration. Second, the mesospheric [OI] line serves
as a “beacon” that undergoes the same attenuation in the strato-
sphere as the astronomical signal. Under these precautions, the
calibrations and, consequently, the continuum levels of the lower
and upper sideband tunings were brought into agreement. The
spectra s of Sgr B2(M) in the lower and upper sideband tuning
are thus identical within the radiometric noise. The di↵erence
between the actually measured spectra, yL and yU for lower-
respectively upper-sideband tuning, displays a well-defined lin-
ear baseline below 15 kms�1. Instabilities that arise at veloci-
ties above are from the upper-sideband tuning which can be ig-
nored there thanks to the redundancy with the lower-sideband
tuning. The spectra from the two tunings can then be expressed
as yL = s + aL⌫, yU = s + aU⌫ , where ⌫ is the frequency in the
rest frame of Sgr B2(M). Thanks to the linear baseline fit to the
di↵erence spectrum, only two parameters (o↵set and slope) re-
main to be optimized, which is done in a way that ensures equal
continuum levels on either side of the line-free portion of the
spectra and reproduces the saturated absorption at systemic ve-
locity. The good agreement between the two tunings in the over-
lapping velocity interval, from �110 to +15 kms�1 is taken as an
assessment of the data processing algorithm.

Appendix B: Atomic oxygen and HF column
densities

We convert the [O i] optical depth to the atomic oxygen column
density assuming that the absorbing gas covers the background
continuum source and all the population is in the lower state
(e.g., Neufeld et al. 2010):

Fig. B.1. [O i] optical depth (left axis) and atomic oxygen column den-
sity (right axis) in 1 km s�1 channels as a function of velocity. Error bars
are 1�.

Fig. B.2. HF optical depth (left axis) and the H nuclei column density in
the molecular component (right axis) in 1 km s�1 channels as a function
of velocity. Error bars are 1�.

Z
⌧dv =

Aulgu�3

8⇡gl
N(O0) = 5.365 ⇥ 10�18

N(O0) cm2 km s�1,

(B.1)

where Aul = 8.91�5 s�1 is the spontaneous radiative decay rate,
gu = 3 and gl = 5 are the degeneracies of the upper and lower
levels, and � = 63.184 µm is the transition wavelength. Fig-
ure B.1 shows the [O i] optical depth (left vertical scale) and the
resulting atomic oxygen column density (right vertical scale) in
1 km s�1 velocity channels as a function of LSR velocity. Chan-
nels

The corresponding formula for HF is:

Z
⌧dv =

Aulgu�3

8⇡gl
N(HF) = 4.157 ⇥ 10�13

N(HF) cm2 km s�1,

(B.2)

with Aul = 2.42�2 s�1, gu = 3, gl = 1, and � = 243.2444 µm.
Figure B.2 shows the HF optical depth and the resulting column
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current elevation of each recorded spectrum.

The continuum emission of Sgr B2(M) is obtained from
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image band gain ratio may deviate from unity (a standard de-
viation of 5%), the overall reliability of the calibration scheme
can be monitored with two tests: First, the saturation of the [OI]
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calibrations and, consequently, the continuum levels of the lower
and upper sideband tunings were brought into agreement. The
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We convert the [O i] optical depth to the atomic oxygen column
density assuming that the absorbing gas covers the background
continuum source and all the population is in the lower state
(e.g., Neufeld et al. 2010):
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O0 vs. H Column Density
• Good correlation between O0 and total H 

nuclei column densities
• Pearson’s correlation coefficient 0.85
• Confirms the early ISO results
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Fig. 3. Normalized PDF of the O0 abundances in 120 individual veloc-
ity channels toward Sgr B2. The black dashed vertical line shows the
mean abundance, the gray shaded area ±1� departures from the mean,
and the black arrow shows the corresponding approximate gas-phase
oxygen content including atomic oxygen and CO. The red vertical line
shows the cosmic standard abundance (Przybilla et al. 2008) and the
magenta line the latest solar abundance (Asplund et al. 2005), with the
magenta arrow pointing toward the earlier value of Grevesse & Sauval
(1998). The blue line is the average UV-derived ISM abundance in the
low-density warm gas that is least a↵ected by depletion, with the blue
arrow showing the corresponding value for higher mean density site
lines (Cartledge et al. 2004).

ues of 3.1 � 3.5 ⇥ 10�4 derived by Wiesemeyer et al. (2016)
toward W31C, G34.26, and W49N. The origin of the variations
in the derived atomic oxygen abundance among di↵erent veloc-
ity components can be investigated further by using independent
observations of additional molecular tracers, including the oxy-
gen ions, CH as a proxy for H2 (Gerin et al. 2010), argonium as
a proxy for purely atomic gas (Schilke et al. 2014), ammonia as
a tracer of high density gas; such analysis is beyond the scope of
the present paper.

As a reference, the cosmic standard abundance of oxygen is
(5.75 ± 0.4) ⇥ 10�4, as measured in a representative sample of
unevolved early B-type stars in nearby OB-associations (Przy-
billa et al. 2008). The latest solar photospheric abundance is
4.57 ⇥ 10�4 (Asplund et al. 2005), significantly lower than the
earlier Grevesse & Sauval (1998) value of 6.76 ⇥ 10�4. Car-
tledge et al. (2004) presented a comprehensive analysis of high-
resolution HST observations of O i and H i Ly ↵ UV absorption
along 36 sight lines that probe a variety of Galactic disk envi-
ronments. They derive an average O/H ratio of 3.90⇥10�4 in the
low-density warm gas that should be least a↵ected by depletion.
Sight lines of higher mean density are characterized by a lower
average O/H ratio of 2.84 ⇥ 10�4. Taking the higher value as a
reference for the atomic oxygen abundance in the ISM gas, our
average abundance of 2.51⇥10�4 on the line of sight toward Sgr
B2 corresponds to about 35% gas-phase oxygen depletion. CO
will also contribute to the oxygen budget1 with a typical abun-
dance of 1⇥ 10�4 with respect to H2 in the molecular gas, which
is dominant at most velocities on this line of sight (Fig. B.3).
Adding the two contributions, we derive an estimate of the total
gas-phase O0 + CO oxygen content toward Sgr B2 of ⇠ 3⇥ 10�4

1 Other oxygen-bearing gas-phase species contribute at a much lower
level, e.g., the H2O fractional abundance with respect to H2 is in the
range 3 � 7 ⇥ 10�7 (Neufeld et al. 2000; Lis et al. 2010).

Fig. 4. Atomic oxygen column density as a function of total hydrogen
nuclei column density. Error bars are 1�. The dotted line corresponds
to a fractional abundance of 2.51 ⇥ 10�4.

with respect to hydrogen nuclei, about 25% lower than the O/H
value derived in the low-density warm gas from the UV mea-
surements.

Figure 4 shows a good correlation between the atomic oxy-
gen and total hydrogen nuclei column densities (Pearson’s cor-
relation coe�cient 0.85). The dotted line corresponds to the av-
erage abundance of 2.51 ⇥ 10�4. Error bars mark the formal 1�
uncertainties of the individual channels. We note that points with
the highest O0 column densities are located on average above the
best fit line in Figure 4. However, owing to the non-linear depen-
dence of the opacity on the line-to-continuum ratio at such high
column densities, these points have large error bars and the result
may not be significant. If we exclude points with the atomic oxy-
gen column densities above 3⇥ 1017 cm�2, the resulting average
atomic oxygen abundance is lower by only 2%.

5. Conclusions

We have presented an analysis of archival SOFIA/GREAT ob-
servations of the [O i] 63 µm absorption toward the Sagittar-
ius B2(M) continuum source in the Galactic center. The high
spectral resolution of the GREAT instrument allows for the first
time separating the [O i] absorption from individual line-of-sight
clouds, masking velocity intervals a↵ected by saturated absorp-
tion and telluric absorption, and deriving accurate atomic oxy-
gen column densities and abundances. The atomic oxygen col-
umn density in the foreground spiral arm clouds toward Sgr B2
is well correlated with the total hydrogen column density, as de-
termined from HF and H i observations, with an average abun-
dance of (2.51± 0.69)⇥ 10�4 with respect to H nuclei in individ-
ual 1 km s�1 velocity channels. This value is in good agreement
with the earlier ISO measurements on the same line of sight, and
about 35% lower than the an average O/H ratio of 3.90 ⇥ 10�4

in low-density warm gas derived from UV measurements (Car-
tledge et al. 2004). If we add a typical gas-phase CO content at
1 ⇥ 10�4 with respect to H2 in the molecular gas, which is dom-
inant at most velocities on this line of sight (Fig. B.3), the total
gas-phase oxygen content (O0 + CO) on the line of sight toward
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FIG. 4.ÈO I column density as a function of 13CO column density per
13CO velocity component for the three velocity ranges that are distinguish-
able in the MEM-deconvolved O I spectrum. Error bars correspond to 1 p
statistical uncertainties for O I and 13CO column densities. A least-squares
Ðt to the data gives a slope of 270 ^ 35 (1 p statistical uncertainty). The
intercept is ([1.1 ^ 4.6) ] 1016 cm~2 (1 p). This indicates that the O I and
13CO emission come from the same region and there is little or no excess
O I emission from the PDR interface where hydrogen is already molecular,
but 13CO is photodissociated (region B in Fig. 1b).

molecular gas, N(O That is, whatever is left mustH2 I)mol .
be associated with the PDR region (region B in Fig. 1b)H2plus the 13CO region (region C in Fig. 1b). However, in any
individual case it is not possible to separate the two contri-
butions to N(O and therefore not possible to claim aI)molknowledge of the atomic oxygen content of molecular
clouds as deÐned by 13CO. In principle we need to know
the number of PDRs on the line of sight for a given velocity
range in order to compare the total 13CO column density
with O I for that range, or alternatively by comparing mean
column density per 13CO component with mean O I

column density over that range. The O I and 13CO column
densities are given in Table 1, together with the number of
13CO components in each range.

As a simplest approximation we assume that the PDRs
are all the same and that there is a universal [O I]/[13CO]
coefficient, X. Then, for each velocity range

N(O I)mol/ncomp \ N(O I)H2@PDR ] XN(13CO)/ncomp . (1)

Since we have three ranges, N(O and X can beI)H2@PDRdetermined from the least-squares line Ðt. The plot of N(O
versus is shown in Figure 4. FromI)mol/ncomp N(13CO)/ncompthis plot it is inferred that there is indeed a reasonably

constant relation between O I and 13CO column densities
and that [O I]/[13CO] is 270 ^ 35 (1 p uncertainty for the
slope based on the statistical uncertainties in 13CO and O I

column densities). After adding in quadrature 15% cali-
bration uncertainties for 13CO and O I to the 3 p statis-
tical uncertainty for the slope, we obtain [O I]/
[13CO] \ 270 ^ 120 (3 p ; not including modeling

uncertainties) for the foreground clouds on the line of sight
toward Sgr B2(M). Assuming a 13CO abundance of
2 ] 10~6 relative to (Dickman 1978)5 leads to an atomicH2oxygen abundance of (2.7 ^ 1.2) ] 10~4 relative to H in the
foreground molecular clouds, comparable to the value
found in di†use clouds. The deduced [O I]/[CO] value for
the molecular gas is D9 ^ 4 (3 p) for a [CO]/[13CO] abun-
dance ratio of 30 (Langer & Penzias 1990). Also from the
plot it appears that there is no statistically signiÐcant inter-
cept, ([1.1 ^ 4.6) ] 1016 cm~2, (a 1 p statistical uncer-
tainty, corresponding to assuming the di†useA

v
\ [0.08,

cloud O I abundance) so, within the uncertainties, there is

5 The 13CO abundance derived by Dickman (1978) corresponds to local
dark clouds. One might expect the 13CO abundance to increase with
decreasing galactocentric distance following the observed variation in the
CO/13CO abundance ratio (Langer & Penzias 1990). However, Lis &
Goldsmith (1989) derived a 13CO abundance of 1 ] 10~6 relative to inH2the envelope of the Sgr B2 molecular cloud, a factor of 2 lower than the
local value. We thus use the local value of 2 ] 10~6 as an average for the
clouds on the line of sight toward Sgr B2. This value is uncertain by about
a factor of 2.

FIG. 5.ÈObserved and model O I (63 m) absorption spectra (black and
gray curves, respectively), assuming the O I abundance of 3.2 ] 10~4 in the
H I region and 2.6 ] 10~4 in the molecular gas (15% depletion) at raw
LWS resolution (D35 km s~1 ; upper panel) and the deconvolved
resolution (D10È15 km s~1 ; lower panel). The part of the spectrum at

km s~1 is contaminated by the emission from the Sgr B2VLSR Z 30
envelope and is not considered here. The discrepancies between the
observed and model spectra at the deconvolved resolution (lower panel)
may indicate variations in the O I to CO abundance ratio between di†erent
components. In addition, given the broad wings of the instrumental proÐle,
the O I optical depth and column density for the 0 km s~1 component may
be underestimated owing to the contamination by O I emission from the
Sgr B2 envelope.

SOFIA+
Herschel

ISO
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Atomic Oxygen Abundance

• Average gas-phase atomic oxygen 
abundance with respect to H nuclei 
(2.51± 0.69)×10-4

• Excellent agreement with the ISO 
results 2.7×10-4

• Dispersion computed from the 120 
individual velocity channels is higher 
than the uncertainty of individual 
measurements

• Indicates variations in the oxygen 
abundance among different 
velocity channels

Lis et al.: Atomic oxygen

in the analysis, which allows accurate quantification of the in-
strumental uncertainties. Both data sets, reduced using the latest
HIFI instrument pipeline, were downloaded from the ESA Her-

schel Science Archive (https://archives.esac.esa.int/hsa/whsa/)
and imported into the IRAM Gildas software package
(https://www.iram.fr/IRAMFR/GILDAS/) for subsequent anal-
ysis. The first observation is a Band 5A spectral scan of Sgr
B2(M), centered at the same position as the O i spectrum (OB-
SID 1342204739). The second observation is a 40 long north-
south strip taken in the double-beam-switch (DBS) observing
mode (OBSID 1342205881). The DBS reference beams lie ap-
proximately 30 east and west (i.e. perpendicular to the roughly
north–south elongation of Sgr B2). Two spectra in the strip clos-
est to Sgr B2(M) (< 1000 o↵sets) are averaged with uniform
weighting to produce the final spectrum used in the analysis.We
use spectra taken with the HIFI wide band spectrometer (WBS)
providing a spectral resolution of 1.1 MHz over a 4 GHz IF
bandwidth. The FWHM HIFI beam size at the HF frequency
is ⇠ 1800, about 3 times larger than the SOFIA beam size at the
[O i] frequency. However, the foreground clouds are expected to
be extended on such angular scales and to fully cover the back-
ground continuum source. This conclusion is supported by the
good agreement between the two independent HF spectra taken
at positions o↵set by about half of the HIFI beam.

Figure 1 (lower panel) shows the final HF spectrum, equally
weighted average of the 2 instrumental polarizations and the 2
independent observations, resampled to 1 km s�1 velocity reso-
lution. The lower histogram shows the di↵erence between the
spectral scan and DSB observations divided by 2, which is a
measure of the uncertainty in the final HF spectrum. The di↵er-
ence spectrum is very flat and shows no residuals, even at posi-
tive velocities where background absorption may potentially be
contaminated by the Sgr B2 envelope emission (see the HF emis-
sion wing at velocities greater than 85 km s�1. The rms computed
in the �130 to 40 km s�1 velocity range is 0.0145, and we use this
value as the uncertainty of the HF line-to-continuum ratio in the
analysis.

3. Results

To derive the oxygen optical depths and the corresponding col-
umn densities in the individual channels, we follow established
procedures commonly used in the analysis of HIFI observations
of light hydrides (e.g., Neufeld et al. 2010; Lis et al. 2010;
Monje et al. 2011). We first derive the optical depth of the [O i]
and HF lines (⌧ = �ln[1 � TL/TC], where TL/TC is the line-to-
continuum ratio), assuming that the foreground absorption com-
pletely covers the continuum source and that all oxygen atoms
are in the ground state. The spiral arm clouds on the line of sight
toward Sgr B2 have moderate densities, up to a few ⇥104 cm�3

(Greaves & Williams 1994). This is lower than the critical den-
sity for the excitation of the 63 µm O i line (5.0 ⇥ 105 cm�3 for
collisions with H2 and 7.8⇥105 cm�3 for collisions with H (Lique
et al. 2018; Goldsmith et al. 2019), and the assumption that all
the population is in the ground state is thus well justified. Fig-
ures B.1 in Appendix B shows the [O i] optical depths and the
corresponding column density as a function of velocity.

To determine the oxygen abundance, H2 and H column den-
sities in the line-of-sight clouds are required. Because of its
unique thermochemistry, hydrogen fluoride, HF, has been shown
to be an excellent tracer of H2 (e.g., Phillips et al. 2010; Neufeld
et al. 2010; Sonnentrucker et al. 2010; Monje et al. 2011). The
HF abundance with respect to H2 in di↵use/translucent clouds,
determined from a comparison with CH observations, is in the

Fig. 2. Atomic oxygen abundance relative to hydrogen nuclei as a func-
tion of velocity. The mean value of the 120 individual channels within
the �120 and 40 km s�1 velocity range is 2.51⇥ 10�4 and the dispersion
of the individual channels is 0.65 ⇥ 10�4. The horizontal dotted lines
mark the mean value and ±1� dispersion computed from the ensemble
of individual measurements. The black vertical error bars mark ±1� un-
certainties in the individual channels, as described in the text. Color bars
mark velocity ranges corresponding to the 3 kpc, 5 kpc, Sagittarius, and
Scutum arms (red, magenta, blue, and yellow, respectively). Velocities
corresponding to the Galactic center gas are marked in green and those
of the local gas in gray. Channels with saturated absorption are masked.

range (1.1 � 1.6) ⇥ 10�8, with an average of (1.4 ± 0.17) ⇥
10�8 (multiple velocity components toward W51, W49N, and
NGC6334I; Sonnentrucker et al. 2010; Emprechtinger et al.
2012). We use this value to convert the HF column density to the
H2 column density (Figure B.2 in Appendix B). To characterize
the atomic gas component on the line of sight toward Sgr B2, we
use the H i column densities of Winkel et al. (2017). Figure B.3
in Appendix B shows the total hydrogen nuclei column density
as a function of velocity, along with the molecular and atomic
contributions.

Figure 2 shows the gas-phase atomic oxygen abundance as
a function of velocity, derived from the observations of the
63 µm line. The average abundance with respect to hydrogen
nuclei, computed over the �120 to +40 km s�1 velocity range is
(2.51 ± 0.69) ⇥ 10�4. The dotted horizontal lines mark ±1� dis-
persion of the individual measurements computed from the en-
semble of 120 independent velocity channels. Black error bars
are the formal 1� uncertainties of the individual measurements,
computed by combining in quadrature corresponding uncertain-
ties in the column densities of the atomic oxygen, atomic, and
molecular hydrogen. They are typically smaller than the ensem-
ble dispersion, suggesting the presence of variations in the local
atomic oxygen abundance among di↵erent velocity components.

4. Discussion

The average atomic oxygen abundance toward Sgr B2 derived
here, (2.51 ± 0.69) ⇥ 10�4, is in excellent agreement with the
ISO value of 2.7 ⇥ 10�4 (Lis et al. 2001), which was based on
13CO column density estimates for the molecular gas compo-
nent. Figure 3 shows a normalized histogram of the O0 abun-
dances in the 120 individual velocity channel. The histogram is
non-Gaussian and shows a narrow peak around 2.25 ⇥ 10�4 and
a broader shoulder around 3.15 ⇥ 10�4, comparable to the val-
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Atomic Oxygen Abundance

• Normalized PDF of atomic oxygen 
abundances is non-Gaussian and 
double-peaked

• A narrow peak around 2.25×10-4

• Broader shoulder around 3.15×10-4

• Vertical lines show reference cosmic 
(5.75×10-4), solar (4.57×10-4, 6.76× 10-4), 
and diffuse ISM (3.9×10-4 in the low-
density warm gas) values

• O0+CO = 3×10-4 : moderate gas-phase 
oxygen depletion of ~25% compared 
to the diffuse ISM

Przybilla+ 2008, Asplund+ 2005, Grevesee & Sauval 1998, Cartledge+ 2004
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Fig. 3. Normalized PDF of the O0 abundances in 120 individual veloc-
ity channels toward Sgr B2. The black dashed vertical line shows the
mean abundance, the gray shaded area ±1� departures from the mean,
and the black arrow shows the corresponding approximate gas-phase
oxygen content including atomic oxygen and CO. The red vertical line
shows the cosmic standard abundance (Przybilla et al. 2008) and the
magenta line the latest solar abundance (Asplund et al. 2005), with the
magenta arrow pointing toward the earlier value of Grevesse & Sauval
(1998). The blue line is the average UV-derived ISM abundance in the
low-density warm gas that is least a↵ected by depletion, with the blue
arrow showing the corresponding value for higher mean density site
lines (Cartledge et al. 2004).

ues of 3.1 � 3.5 ⇥ 10�4 derived by Wiesemeyer et al. (2016)
toward W31C, G34.26, and W49N. The origin of the variations
in the derived atomic oxygen abundance among di↵erent veloc-
ity components can be investigated further by using independent
observations of additional molecular tracers, including the oxy-
gen ions, CH as a proxy for H2 (Gerin et al. 2010), argonium as
a proxy for purely atomic gas (Schilke et al. 2014), ammonia as
a tracer of high density gas; such analysis is beyond the scope of
the present paper.

As a reference, the cosmic standard abundance of oxygen is
(5.75 ± 0.4) ⇥ 10�4, as measured in a representative sample of
unevolved early B-type stars in nearby OB-associations (Przy-
billa et al. 2008). The latest solar photospheric abundance is
4.57 ⇥ 10�4 (Asplund et al. 2005), significantly lower than the
earlier Grevesse & Sauval (1998) value of 6.76 ⇥ 10�4. Car-
tledge et al. (2004) presented a comprehensive analysis of high-
resolution HST observations of O i and H i Ly ↵ UV absorption
along 36 sight lines that probe a variety of Galactic disk envi-
ronments. They derive an average O/H ratio of 3.90⇥10�4 in the
low-density warm gas that should be least a↵ected by depletion.
Sight lines of higher mean density are characterized by a lower
average O/H ratio of 2.84 ⇥ 10�4. Taking the higher value as a
reference for the atomic oxygen abundance in the ISM gas, our
average abundance of 2.51⇥10�4 on the line of sight toward Sgr
B2 corresponds to about 35% gas-phase oxygen depletion. CO
will also contribute to the oxygen budget1 with a typical abun-
dance of 1⇥ 10�4 with respect to H2 in the molecular gas, which
is dominant at most velocities on this line of sight (Fig. B.3).
Adding the two contributions, we derive an estimate of the total
gas-phase O0 + CO oxygen content toward Sgr B2 of ⇠ 3⇥ 10�4

1 Other oxygen-bearing gas-phase species contribute at a much lower
level, e.g., the H2O fractional abundance with respect to H2 is in the
range 3 � 7 ⇥ 10�7 (Neufeld et al. 2000; Lis et al. 2010).

Fig. 4. Atomic oxygen column density as a function of total hydrogen
nuclei column density. Error bars are 1�. The dotted line corresponds
to a fractional abundance of 2.51 ⇥ 10�4.

with respect to hydrogen nuclei, about 25% lower than the O/H
value derived in the low-density warm gas from the UV mea-
surements.

Figure 4 shows a good correlation between the atomic oxy-
gen and total hydrogen nuclei column densities (Pearson’s cor-
relation coe�cient 0.85). The dotted line corresponds to the av-
erage abundance of 2.51 ⇥ 10�4. Error bars mark the formal 1�
uncertainties of the individual channels. We note that points with
the highest O0 column densities are located on average above the
best fit line in Figure 4. However, owing to the non-linear depen-
dence of the opacity on the line-to-continuum ratio at such high
column densities, these points have large error bars and the result
may not be significant. If we exclude points with the atomic oxy-
gen column densities above 3⇥ 1017 cm�2, the resulting average
atomic oxygen abundance is lower by only 2%.

5. Conclusions

We have presented an analysis of archival SOFIA/GREAT ob-
servations of the [O i] 63 µm absorption toward the Sagittar-
ius B2(M) continuum source in the Galactic center. The high
spectral resolution of the GREAT instrument allows for the first
time separating the [O i] absorption from individual line-of-sight
clouds, masking velocity intervals a↵ected by saturated absorp-
tion and telluric absorption, and deriving accurate atomic oxy-
gen column densities and abundances. The atomic oxygen col-
umn density in the foreground spiral arm clouds toward Sgr B2
is well correlated with the total hydrogen column density, as de-
termined from HF and H i observations, with an average abun-
dance of (2.51± 0.69)⇥ 10�4 with respect to H nuclei in individ-
ual 1 km s�1 velocity channels. This value is in good agreement
with the earlier ISO measurements on the same line of sight, and
about 35% lower than the an average O/H ratio of 3.90 ⇥ 10�4

in low-density warm gas derived from UV measurements (Car-
tledge et al. 2004). If we add a typical gas-phase CO content at
1 ⇥ 10�4 with respect to H2 in the molecular gas, which is dom-
inant at most velocities on this line of sight (Fig. B.3), the total
gas-phase oxygen content (O0 + CO) on the line of sight toward
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Figure 3. Schematic overview of the distribution of oxygen between
major reservoirs over a wide range of interstellar environments, combining
observations of element depletion in the diffuse ISM with those of ices and
gaseous CO in the prototypical dense cloud. The total range of the ordinate
corresponds to the adopted reference abundance for oxygen (575 ppm). The
abscissa represents mean line-of-sight number density (see Section 3.2) and is
not the same as the real physical number density at which important processes
occur. The vertical dashed line denotes the effective observational limit on
depletion studies imposed by the UV opacity of the ISM at higher densities.
The “silicates and oxides” region is bounded by the lower of the two thick
solid curves in Figure 1. The “CO gas” and “ices” regions are based on the
fits to data shown in this figure (inverted for display). The area labeled UDO
(unidentified depleted oxygen) is bounded by the median of the upper and
lower curves for O in Figure 1; a speculative extrapolation to densities higher
than those sampled by the relevant observations is also shown (dotted curve).

A tight linear correlation is demonstrated between 〈nH〉 and
F∗, given by

F∗ = 0.772 + 0.461 log 〈nH〉 (6)

(Jenkins 2009), and this equation enables a simple conversion
of the depletion data: Figure 3 includes a representation of the
mean trends for silicates/oxides and elemental O from Figure 1,
replacing F∗ with 〈nH〉 as the abscissa via Equation (6). To
replot the trends in Figure 2 in the same way requires a value
to be adopted for the effective column length L. Factoring the
individual distances to the background stars used to establish the
correlations into this conversion would introduce random scatter
arising from the arbitrary length of the segment of each column
lying behind the cloud (where no significant contribution to the
column density is expected). Instead I adopt a single value for
L, chosen to be the distance to HD 29647 (Table 1). This star
is situated close to the rear boundary of the Taurus complex
(Whittet et al. 2004) and appears to be an appropriate delineator
between diffuse and dense regimes for reasons discussed above.
Adopting a different value for L would simply introduce a
horizontal displacement of the molecular zones (ices and CO)
in Figure 3 relative to the depletion curves.

4. DISCUSSION

4.1. Overview

The purpose of Figure 3 is to present a schematic overview
of the distribution of oxygen between major reservoirs over a

wide range of interstellar environments, combining the trends
determined from the observations of diffuse and dense regions
of the ISM described in the previous sections. The total range
of the ordinate is set to the adopted reference abundance for
interstellar oxygen (575 ppm; Przybilla et al. 2008). The vertical
dashed line denotes the effective observational limit on depletion
studies imposed by the high extinction of UV flux from stars that
sample dense regions. Extrapolation of the trend for silicates and
oxides from the diffuse ISM to higher density is justified, based
on the non-volatile nature of these materials and spectroscopic
detection of silicates in dense clouds (e.g., Bowey et al. 1998).
A much more speculative extrapolation of the UDO region is
also shown.

The well documented problem of the oxygen budget in the
dense ISM is evident in Figure 3: the combined contributions
of gaseous CO, ices and silicate/oxide dust account for no
more than ∼300 ppm of the O at high density. So even if a
significantly lower reference abundance is adopted for O (e.g.,
the solar value of 490 ppm proposed by Asplund et al. 2009)
there remains a substantial shortfall. As previously noted, it does
not appear possible to account for this discrepancy in terms of
known interstellar gas-phase molecules (Section 1) or additional
ice constituents (Section 3). This finding is inconsistent with
the results of time-dependent models developed by Hollenbach
et al. (2009), which predict that essentially all of the O not in
silicates/oxides should eventually be processed into gaseous
CO and ices in shielded regions deep within a molecular cloud.
The Taurus cloud may still be evolving toward such a state,
but it nevertheless seems unlikely that these two reservoirs can
entirely solve the problem. The diffuse-ISM data imply that
an additional reservoir of depleted oxygen was already present
before the ice formation process began, and this could have
limited the availability of atomic O to make ices. If the reservoir
represented by UDO persists in the dense ISM (Figure 3), it
contains enough O to explain the shortfall.

Only two elements, H and C, are abundant enough to combine
with O in quantities sufficient to account for the depleted O not
in silicates and oxides in the diffuse ISM (assuming O2 is not
a major player for reasons already discussed). The remainder
of this section attempts to address two key questions: What
constraints can be placed on the nature of the UDO in the diffuse
ISM, and how might this reservoir evolve as matter is cycled
between diffuse and dense phases of the ISM?

4.2. Water–Ice and Hydrated Silicates

Solid H2O is an obvious H-bearing candidate, but the intrinsic
strength of the absorption feature produced by its O–H vibra-
tional mode at 3.0 µm provides a rather stringent test for its
presence as a component of the dust in the diffuse ISM. Whittet
et al. (1997) set a limit of <2 ppm for the abundance of O in
this form toward the highly reddened star Cyg OB2 no. 12. This
result is consistent with the “threshold effect” observed in the
dense ISM (Section 3.1), which implies that ices are lacking
in the diffuse outer layers of molecular clouds. Jenkins (2009)
notes that thick ice mantles on large (>1 µm) grains would be
hard to detect spectroscopically, in which case this limit might be
relaxed somewhat; selective desorption of mantles from smaller
grains might then be understood in terms of transient heating in-
duced by absorption of individual energetic photons. However,
the grain size distribution is regulated by shattering caused by
grain–grain collisions in shock waves (Jones et al. 1996; Slavin
et al. 2004), which results in a rapid (power-law) decline in
numbers with increasing radius (see Figure 19 of Zubko et al.

50 ppm CO gas

125 ppm ices

250 ppm O0 gas (SOFIA)

Little room for UDO!

100 ppm silicates

Whittet 2010
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Next Step: 
The Ices

• We have to better characterize the 
ice oxygen content

• James Webb observations of the ice 
bands of water, CO, CO2, 
methanol…

• Confounding factor: blending of 
different velocity components

6 Yang et al.
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Figure 1. Top: Extracted MIRI MRS spectrum of the IRAS 15398�3359 point source, with major solid-state features indicated.
The wavelength axis is in logarithmic scale. The dashed line illustrates the fitted continuum. Top (inset): Detail of the 5.5–8
µm region from same spectrum with secure and possible identifications labeled (see Table 3.1). Bottom: The optical depth
spectrum derived using the continuum shown in the top panel.

Figure 2. Left: The MIRI MRS spectrum of IRAS 15398�3359 along with a second-order polynomial baseline fitted at 6.59–
6.61 and 6.79–6.81 µm (gray hatched regions). Right: The optical depth spectra of the shallow absorption at 6.68–6.72 µm.
The purple shaded region shows the scaled laboratory absorbance spectrum from Gerakines et al. (1996). The narrow emission
features are predominantly due to warm gas-phase water (Section 4).

IRAS 15398, MIRI MRS, Yang et al. 2022

AV=60 Star, NIRSEC FS, McClure et al. 2023
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Future Prospects

• Archival work: characterize differences in the physical 
conditions between the two peaks in the O0 abundance 
PDF using other molecular tracers : 
• OH+, H2O+, H3O+ (constrain molecular fraction and 

cosmic ray ionization)
• ArH+ (tracer of purely atomic gas)

• No current FIR facilities 
that enable velocity-
resolved spectroscopy 
of [OI] 

• Near future: balloons 
(GUSTO, ASTHROS)

• Astrophysics Probes
• Very distant future: FIR 

Flagship (Origins)
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