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Introduction to HAWC+ observations HAWC+ instrument on board of SOFIA

Serpens Emb 8 and 8(N)16 are two low-mass protostellar
sources separated by 15 7, i.e., ∼7000 au. These sources were
observed in Enoch et al. (2009, 2011) with Bolocam and have a
combined envelope mass of Menv∼9.4Me and a bolometric
luminosity of Lbol=5.4 Le. These observations have a spatial
resolution of ∼13,500 au, thus encompassing the two proto-
stellar sources. ALMA dust polarization observations of
Serpens Emb 8 exhibited a chaotic magnetic field morphology;
the authors concluded that the magnetic field is most likely
weak with respect to the cloud-scale turbulence (Hull et al.
2017b).

Regarding the relative age of Emb 8 and 8(N), the
differences between the two bipolar outflows of both sources
offer a clue. Unlike Emb 8, Emb 8(N) exhibits a pristine EHV
jet on both sides, which has not propagated as far as the outflow
from Emb 8 (Dionatos et al. 2010; Tychoniec et al. 2019). As
molecular jets are generally an indication of the young age of a
protostar (Bally 2016), we propose that Emb 8(N) may be
younger. Moreover the outflow opening angles of these sources
are quite different, which can be related to age (Arce &
Sargent 2006; Velusamy et al. 2014; Hsieh et al. 2017). The
opening angle of Emb 8(N) is smaller, again suggesting a
younger age for Emb 8(N).

In this paper we present ALMA 870 μm polarization
observations toward the three Class 0 protostars Emb 8(N),
Serpens SMM1, and Serpens Emb 8. We describe in Section 2
the different observational data and the data reduction. In
Section 3 we present the dust polarization and total intensity
maps, as well as a few molecular line observations. Finally, we
discuss in Section 4 the different polarization patterns and the
potential grain alignment mechanisms implied, as well as the
relations between the bipolar outflow and the magnetic field
morphology. Finally, we draw our conclusions in Section 5.

2. ALMA Observations and Data Reduction

We present three 870 μm ALMA dust polarization observa-
tions of our three sources in Serpens. Each of the data sets A,
B, and C targeted all three sources, and they were taken on
2015 June 3 and 7, 2016 September 12 and 13, and 2017
July 31 (ALMA projects: 2013.1.00726.S, 2015.1.00768.S,
2016.1.00710.S; PI: C. Hull). The synthesized beam of our
observations varies from 0 33 to 0 11, corresponding to a
spatial resolution varying from ∼144 au in data set A up to
∼48 au in data set C, at a distance of 436 pc. Each data set
consists of four spectral windows of 2 GHz each, ranging in
frequency from 336.5 to 350.5 GHz. The details of the
observations can be found in Table 2. In data sets A, B, and
C the polarization calibrators were respectively J1751+0939,
J1751+0939, and J1924-2914, chosen for their high polariza-
tion fraction. The ALMA flux calibration accuracy in Band 7
(870 μm) is 10%. See Nagai et al. (2016) for a complete
description of the ALMA polarization system.

We faced some issues when imaging data sets B and C, since
they were “semi-pass,” because the requested resolution and
sensitivity were not reached. To improve our image quality, the
data sets were combined together following three different
schemes during the production of the Stokes images (see
Table 3). The choices of which data sets to merge depended on

which of them produced the best images at our multiple desired
spatial resolutions.
The polarized dust continuum images were produced by

using the CASA task clean, applying four rounds of
consecutive phase-only self-calibration, using the total intensity
(Stokes I) solutions as a model for the Stokes Q and U, with a
Briggs weighting parameter of robust=1. The three Stokes
parameters I, Q, and U were cleaned separately after the last
round of self-calibration using an appropriate residual threshold
and number of iterations. The linear polarization properties of
the radiation field from the thermal dust emission are given by
the Stokes parameters Q and U, whereas the Stokes I parameter
gives the total intensity of the dust continuum emission. The
quantities derived from the combined use of the three Stokes
maps are the polarized intensity P, the polarization fraction
Pfrac, and the polarization position angle χ:
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Although the Stokes parameters Q and U can be positive or
negative, the polarized intensity P is always positive. This
introduces a bias in the measurement of the polarized intensity,
especially for emission with a low signal-to-noise ratio (S/N),
where P is below the 3σP threshold, σP being the noise in the P
map. We corrected this bias in our P maps in order to arrive at
the corrected polarized intensity, following the method
described in Vaillancourt (2006) and Hull & Plambeck
(2015). Note that in Case-3, the Stokes parameters I and Q &
U come from different combinations of data sets (see Table 3).
Therefore, before debiasing P and making the P and I images,
we used the CASA task imsmooth to smooth the three Stokes
parameters I, Q, and U to have the same reconstructed beam
(by convolving the map with a 2D Gaussian kernel). The
resulting beam was chosen in such a way that it encompasses
perfectly the two beams resulting from the different combina-
tions. In addition, we performed a primary beam correction on
all the maps of total intensity and polarized intensity presented
in this article.

Table 2
ALMA Observation Details

Data Set Baselines Calibrators
(m)

bandpass J1751+0939
A 16.5–763 phase J1751+0939

flux Titan

bandpass J1751+0939
B 12.4–3042 phase J1751+0939

flux J1751+0939

bandpass
C 11.7–3320 phase See note

flux

Note.In data set C, all three calibrators were J1751+0939 in one execution,
and J1924-2914 in the other.

16 Serpens Emb 8 has also been called S68N, and Serpens Emb 8(N) also has
the name S68Nb.
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Polarized Intensity:

Polarization fraction:

Polarization angle:

Pipeline products: Full Stokes parameters maps (I, Q, 
U, V), and full covariance matrix.

Linear polarization maximal when J in 
the plane of the sky

The origin of  the FIR polarized dust emission

J

internal alignment

The polarization fraction results from an integration along the line-of-sight (LOS),…

… and is thus sensitive to distribution of  the grain characteristics, grain (external and 
internal) alignment efficiency, alignment axis organization, along the LOS

Linearly polarized 
thermal dust emission

For more detailed information, see the Observer's Handbook: www.so!a.usra.edu/latest-Observers-Handbook

Speci!cations
HAWC+ o!ers both total intensity imaging and 
imaging polarimetry in "ve bands ranging from 50 to 
240 μm. Nod match chop observing mode is used for 
imaging polarimetry and a number of e$cient scan 
modes are available for total intensity imaging.

For all observing modes, a wire grid re%ects one com-
ponent of linear polarization and transmits the orthog-
onal component to two comounted detector arrays. 
A single detector array provides a "eld of view (FOV) 
of 32x40 pixels for imaging polarimetry and the two 
detectors combined yield a 64x40 pixel FOV for total 
intensity imaging. The detectors are designed to deliver 
background-limited observations with high quantum 
e$ciency for all the HAWC+ continuum bands.

Instrument Parameters for Bands A–E

Band/ 
Wavelength Δλ Angular 

Resolution
Total Intensity 
FOV (arcmin)

Polarization 
FOV (arcmin)

A / 53 µm 8.70 4.85" FWHM 2.8 x 1.7 1.4 x 1.7

Ba / 63 µm 8.90 10.5" FWHM 4.2 x 2.7 2.1 x 2.7

C / 89 µm 17.00 7.8" FWHM 4.2 x 2.7 2.1 x 2.7

D / 154 µm 34.00 13.6" FWHM 7.4 x 4.6 3.7 x 4.6

E / 214 µm 44.00 18.2" FWHM 8.4 x 6.2 4.2 x 6.2

aBand B (63 μm) will be o!ered as shared-risk during Cycle 10. 

Predicted Performance for Continuum Imaging and Polarimetry

Instrument  
Parameter

Band  
A

Band  
Bf

Band  
C

Band  
D

Band  
E

NESBa (MJy sr-1 h1/2) 18.8 11.4 6.3 1.6 0.8

MDCFb (mJy) 250 400 300 260 230

Mapping Speedc 0.0027 0.0290 0.029 1.10 7.0

MDCPFd (Jy) 80 150.0 50 50 50

MIfPe (MJy sr-1 h1/2) 28,000 17,000 6,000 2,000 1,300
aNoise Equivalent Surface Brightness for S/N=1 into a single beam.
bMinimum Detectable Continuum Flux for a point source with S/N=4 in 900s.
cReal scan rate required to achieve a given NESB. Units: arcmin2 h-1 (MJy sr-1)-2

dMinimum Total Continuum Flux for a point source required to measure the polar-
ization fraction to an uncertainty level of σp< 0.3% with a SNR (in the polarization 
fraction)≥4 in 900s
eMinimum total Intensity required to measure Polarization to an uncertainty level σp ≤ 
0.3%. All chop/nod and polarization overhead values have been applied to this value.

Footprint for total intensity imaging observations 
using the 64x40 pixel array in Band E. A 32x40 
pixel FOV is available for imaging polarimetry 
observations.

Sensitivity estimates in units of the Minimum Detectable 
Continuum Flux (MDCF) into a single beam. Values take 
into account all expected overheads. For polarization, the 
plotted data show the polarized intensity p x I, where p is 
the fractional polarization.

64x40 HAWC+ Array Footprint 

Wavelength (µm)

M
D

CF
 (m

Jy
)

HAWC+ Sensitivity



Outline
Introduction to HAWC+ polarization observations

With HAWC+ polarization data we can …
1. Study the magnetic fields in the ISM with …

- the DCF method ; Davis (1951) and Chandrasekhar and Fermi (1953)
- the ADF method ; Hildebrand+2009, Houde+2009, Houde+2016
- the density gradients method ; Soler (2013)
- velocity structures and gradients 
- multiscale magnetic field observations
- the polarization fraction and the dispersion of  polarization angles
- the velocity gradients method ; González-Casanova & Lazarian (2017)
- the KTH method ; Koch (2012)

2. Study interstellar dust characteristics and grain alignment with …

- models of  grain alignment
- evolution of  polarization with local physical conditions
- polarization fraction spectra
- dust evolution models
- polarization radiative transfer



Part 1.

Studying magnetic fields in the ISM with SOFIA 
HAWC+ polarization observations 



Studying magnetic fields in the ISM with …
the DCF method

Davis (1951) and Chandrasekhar and Fermi (1953)Assumption of  an equipartition between the transverse 
turbulent magnetic and kinetic energies (Alvén relation): 

1 Introduction

Star formation within molecular clouds, the densest part of the
interstellar medium (ISM), is regulated by the complex interplay
among gravity, turbulence, magnetic fields, and other factors (e.g,
protosteller feedback and feedback from previous generations of
stars) at different scales. Magnetic fields interact with the other two
major forces (gravity and turbulence) by providing supports
against gravitational collapse (Shu et al., 1987) and generating
anisotropic turbulence (Goldreich and Sridhar, 1995).
Observational studies of magnetic fields are crucial to
distinguish between strong-field star formation theories in
which magnetically sub-critical clouds slowly form super-critical
substructures that subsequently collapse (Mouschovias et al.,
2006), and weak-field star formation theories where large-scale
supersonic turbulent flows form overdense intersecting regions
that dynamically collapse (Mac Low and Klessen, 2004).

Polarized thermal dust emission observations have been the
most common way to trace the plane-of-sky (POS) component of
magnetic field orientations with the assumption that the shortest
axis of irregular dust grains is aligned with magnetic field lines
(Davis and Greenstein, 1949; Lazarian, 2007; Lazarian and
Hoang, 2007). The Goldreich-Kylafis (GK) effect provides an
alternative way to trace the POS field orientation (with a 90°

ambiguity) with molecular line polarization observations
(Goldreich and Kylafis, 1981). The recently developed Velocity
Gradient Technique (VGT) proposed another way to trace the
POS field orientation with spectra line observations based on the
notion that the gradient of velocity centroids (VCG, González-
Casanova and Lazarian, 2017) or thin velocity channels (VChG,
Lazarian and Yuen, 2018) is perpendicular to the magnetic field
due to the intrinsic properties of magneto-hydrodynamic
(MHD) turbulence (Goldreich and Sridhar, 1995).

Several analysis techniques have been developed to infer the
properties of magnetic fields based on their orientations: the
Davis-Chandrasekhar-Fermi (DCF) method was proposed by
Davis (1951) and Chandrasekhar and Fermi (1953)
approximately 70 years ago and has been the most widely
used method to indirectly derive the magnetic field strength
with statistics of field orientations. A new tool, the polarization-
intensity gradient method (here after the KTH method, Koch
et al., 2012a), was proposed about one decade ago and can also be
used to assess the significance of magnetic fields based on ideal
MHD equations. The Histogram of Relative Orientations (HRO)
analysis (Soler et al., 2013), which was proposed right after the
KTH method, measures the relative orientation between the
magnetic field and density structures and can be used to link
the observed magnetic morphology with the physics of
simulations. These methods provide information on the
magnetic properties in star-forming molecular clouds and
allow us to investigate both qualitatively and quantitatively the
dynamical role of magnetic fields in the collapse and
fragmentation of dense molecular structures.

In this chapter we review the concept and recent
developments of these techniques and discuss their
limitations. We also summarize the application of these
methods to observations of star formation regions and discuss
the role of magnetic fields at different spatial scales. In particular,
we focus on the relative importance of the magnetic field as
compared to gravity and turbulence at different scales of star-
forming clouds. In Section 2, we review the DCF method. In
Section 3, we review the HRO analysis. In Section 4, we review the
KTH method. In Section 5, we summarize this chapter.

2 The DCF method

In the middle 20th century, Davis (1951) and Chandrasekhar
and Fermi (1953) proposed the DCF method to estimate the
mean1 magnetic field strength (Bm) of the interstellar medium
(ISM) in the spiral arm based on the first interstellar magnetic
field orientation observation made by Hiltner (1949). Since then,
the method has been improved and adopted by the community to
estimate the field strength in star-forming regions. In this section,
we present a review of the original DCF method and its
modifications.

2.1 Basic assumptions

2.1.1 Energy equipartition
The original DCF method assumes an equipartition between

the transverse (i.e., perpendicular to the underlying field Bu)
turbulent magnetic and kinetic energies (i.e., the Alfvén relation,
hereafter the DCF53 equipartition assumption):

1
2
ρδv2⊥ ! Bt

⊥( )2
2μ0

, (1)

in SI units2, where Bt
⊥ is the transverse turbulent magnetic field,

δv⊥ is the transverse turbulent velocity dispersion, μ0 is the
permeability of vacuum, ρ is the gas density. The
DCF53 assumption is also adopted by the recently proposed
Differential Measure Approach (DMA, Lazarian et al., 2022). In
the POS, the DCF53 assumption yields

1
2
ρδv2pos⊥ !

Bt
pos⊥( )2
2μ0

, (2)

1 In this paper, the mean field refers to the vector-averaged magnetic
field (Bm) and the ordered field refers to the curved large-scale ordered
magnetic field (Bo). We also use the term “underlying field” (Bu) to refer
to either themean field or ordered field sincemany previous studies did
not explicitly differ the two. The ordered field and the mean field are
equivalent if the large-scale ordered field lines are straight.

2 The equations in SI units in this paper can be transformed to Gaussian
units by replacing μ0 with 4π.

Frontiers in Astronomy and Space Sciences frontiersin.org02
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caveats/assumptions:

• What about compressible modes ?

• Orientation of  B0 with the plane of  the sky

• sub- vs super-alfvenic domains

• Isotropic turbulence ?

• Integration in the line-of-sight, beam averaging, 
filtering of  the large-scale component

B0

Bt

Btot

See recent work by Liu+2022a,b, Chen+2022

The validity of  the classic DCF method in strongly sub-alvénic self-gravitating regions is questionable.

If  Bt
POS / B0

POS << 1, then Bt
POS / B0

POS ~ δφPOS, 
the dispersion of  position angles.

Btot
POS ~ 4 ⍴ (δvNT

LOS / δφPOS)



Studying magnetic fields in the ISM with …
the DCF method

Davis (1951) and Chandrasekhar and Fermi (1953)

Considering compressible modes, 
Skalidis & Tassis 2021 proposed: 

Btot
POS ~ 2 ⍴ (δvNT

LOS / δφPOS)Skalidis et al. 2021: Assessment of interstellar B-field strength estimation methods

DCF and ST scaling relations between �✓ and MA in synthetic
data. In Sect. 4 we show why the omission of B0 ·�B in the ener-
getics of compressible turbulence is physically wrong and verify
our arguments with numerical data. We also test how accurately
we can trace the B0 · �B fluctuations from polarization data. In
Sect. 5 we apply both methods (DCF and ST) in synthetic data
and test their accuracy in simulated clouds covering a wide range
of MA and Ms. In Sect. 6 we present the main conclusions of this
work.

2. Numerical simulations

We used data from the following simulations in our tests.
"Cho-ENO" (Cho & Lazarian 2003; Burkhart et al. 2009;

Portillo et al. 2018; Bialy & Burkhart 2020) simulations from
the publicly available CATS database (Burkhart et al. 2020):
These are ideal-MHD, isothermal simulations without self-
gravity. Turbulence is driven in velocity Fourier space by inject-
ing solenoidal modes only at scales equal to half the size of the
simulated cube. Models are characterized by MA = 0.7 and 2.0,
while Ms ranges between 0.7 and 7.0. Skalidis & Tassis (2021)
have tested the two methods in the MA = 0.7 simulations of
this dataset, but we also included them in our results for com-
pleteness. Simulation data are dimensionless and scale-free. A
dimensionless sound speed, which is defined as c̃s =

p
P̃/⇢̃, reg-

ulates the units. We assume that the sound speed is 0.91 km/s for
every model and follow Hill et al. (2008) in order to convert to
cgs units. The resolution is 2563.

"AREPO" simulations from the CATS database (Burkhart
et al. 2020): The simulations setup is presented in detail in (Mocz
et al. 2017; Burkhart & Mocz 2019). These are isothermal, ideal-
MHD simulations run with the AREPO code (Springel 2010).
Turbulence is driven solenoidally until a quasi-static state was
reached with Ms = 10 and then self-gravity is switched on. We
use the model with MA = 0.35 at a time step without self-gravity.
The resolution of this model is 2563.

Simulations from Beattie et al. (2020, 2021). They solve the
ideal-MHD equations without self-gravity and isothermal con-
ditions using a modified version of the FLASH code (Fryxell
et al. 2000; Dubey et al. 2008; Federrath et al. 2021). Turbu-
lence is driven in Fourier space by injecting the same amount
of power between compressible and solenoidal modes at large
scales. Sound speed is cs = 1 in every model and gas velocities
are expressed in Ms units. The Alfvénic and sonic Mach num-
bers cover a wide range of the parameter space, MA = 0.1 � 2.0
and Ms = 0.5 � 20. Models with Ms = 0.5 have resolution equal
to 5763, while every other model 5123.

Simulations of Körtgen & Soler (2020). These are ideal-
MHD, isothermal simulations without self-gravity, which were
run with the FLASH code (Fryxell et al. 2000). These simula-
tions are in cgs units with T = 11 K, i.e. sound speed is equal to
0.2 km/s, and n = 536 cm�3. We use the model with MA = 0.5
and Ms = 7.5 driven solenoidally. The resolution is 5123.

Boundary conditions are periodic in every simulation pre-
sented here. In total we used 26 MHD numerical simulations
with properties summarized in Table 1.

3. Testing DCF and ST scalings with numerical
simulations

Skalidis & Tassis (2021) tested the DCF and ST methods in nu-
merical simulations characterized by a unique MA value (0.7)
and five di↵erent Ms values. However, ISM turbulence spans a
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Fig. 1. Polarization angle dispersion as a function of the Alfvénic Mach
number. Blue line: ST scaling; magenta line: DCF scaling. The two lines
are normalized so that they pass through the data for MA = 1.0.

wide range of MA and Ms values. There is overwhelming ob-
servational evidence that ISM turbulence is sub/trans-Alfvénic
(e.g. Mouschovias et al. 2006; Franco et al. 2010; Pillai et al.
2015; Panopoulou et al. 2016; Planck Collaboration et al. 2016;
Cox et al. 2016; Tritsis & Tassis 2018) and highly compressible
(e.g. Heiles & Troland 2003; Miville-Deschênes & Martin 2007;
Brunt 2010; Burkhart et al. 2015; Orkisz et al. 2017; Nguyen
et al. 2019; Beattie et al. 2019). This means that ISM clouds are
statistically characterized by MA  1 and Ms > 1. The numerical
simulations employed in this work (Sect. 2) enable us to test the
two methods to a large number of MHD simulations with a wide
range of parameters consistent with observations.

The major di↵erence between DCF and ST is the dependence
of the magnetic field strength on �✓. In DCF, B0 scales as �✓�1

(Eq. 3) while in ST, B0 scales as ⇠ �✓�1/2 (Eq. 5). One can divide
both equations with

p
4⇡⇢ and obtain the magnetic field strength

in velocity units (the Alfvénic speed, VA). The scaling relations
of DCF and ST expressed in terms of VA are VA ⇠ �✓�1 and
VA ⇠ �✓�1/2, respectively. The Alfvénic speed is,

VA = cs

Ms

MA

, (9)

where cs is the sound speed. Using the above equation with the
corresponding �✓ scaling dependence of the two methods we ob-
tain,

�✓ /
(

MA, DCF
M

2
A
, ST

. (10)

This is the key di↵erence between the two methods, and it is
based on the di↵erent scaling relation of MA with the mag-
netic fluctuations in the incompressible (Goldreich & Sridhar
1995) and compressible turbulence (Federrath 2016; Beattie
et al. 2020). We tested the two scalings in synthetic polariza-
tion data. We computed synthetic Q and U Stokes parameters
(Eq. 20 and 21 in Sect. 4.6) and the polarization angles as
✓ = 0.5 arctan Q/U. Then, we computed the dispersion of the
✓ angles, �✓. All �✓ values are shown in Table 1.

In Fig. 1 we show �✓ as a function of MA (we do not show the
solenoidally driven models with MA = 2.0 since their �✓ is not
representative of the actual fluctuating-to-ordered magnetic field
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Fig. 2.—: (a): magnetic field strength as a function of hydrogen number density: black points show DCF measurements;
blue show Zeeman measurements. Arrows show upper/lower-limit measurements. Red dashed line shows the Crutcher
et al. (2010) relation. (b): as (a), but with DCF measurements only. Data points are color-coded by DCF variant. (c): as (b),
color-coded by measurement type. (d): as (b), color-coded by object type. (e): Alfvén velocity of the DCF measurements,
color-coded by object type. (f): Alfvén Mach number of the DCF measurements, color-coded by object type. Dashed line
marks MA = 1. References: Alina et al. (2020), Alves et al. (2008, 2011), Andersson and Potter (2005, 2006), Añez-López et al. (2020), Arzoumanian et al.

(2021), Attard et al. (2009), Beltrán et al. (2019), Bertrang et al. (2014), Beuther et al. (2010, 2018), Cashman and Clemens (2014), Chakraborty and Das (2016), Chapman

et al. (2011), H.-R. Chen et al. (2012a), Z. Chen et al. (2012b; 2017), Ching et al. (2017), Choudhury et al. (2019), Chuss et al. (2019), Cortes and Crutcher (2006); Cortes

et al. (2010, 2016, 2019, 2021b), Coudé et al. (2019), Crutcher et al. (2004), Curran et al. (2004); Curran and Chrysostomou (2007), Dall’Olio et al. (2019), Das et al. (2016),

Devaraj et al. (2021), Dewangan et al. (2015, 2018), Eswaraiah et al. (2013, 2017, 2019, 2020, 2021), Franco and Alves (2015), Frau et al. (2014), Girart et al. (2006),

Henning et al. (2001), Heyer et al. (2008), Hildebrand et al. (2009), Hily-Blant and Falgarone (2007), Houde et al. (2009, 2016), Hoq et al. (2017), Hull et al. (2017), Joubaud

et al. (2019), Juárez et al. (2017), Kandori et al. (2017b, 2020f,d,b,e,a), Karoly et al. (2020), Kim et al. (2016), Kirby (2009), Kirk et al. (2006), Könyves et al. (2021), Kusune

et al. (2015, 2016), J. Kwon et al. (2010; 2011; 2016; 2018), W. Kwon et al. (2019), Lada et al. (2004), Lai et al. (2001, 2002), Lee et al. (2014, 2018), Li and Henning (2011);

Li et al. (2015a), J. Liu et al. (2019; 2020), T. Liu et al. (2018a; 2018b), Lobo Gomes et al. (2015), Mao et al. (2008), Marchwinski et al. (2012), Matthews et al. (2002, 2005),

Neha et al. (2016, 2018), Ngoc et al. (2021), Palau et al. (2021), Panopoulou et al. (2016), Pattle et al. (2017, 2018, 2021a), Pereyra and Magalhães (2007), Pillai et al. (2015,

2016), Planck Collaboration et al. (2016c), Poidevin and Bastien (2006); Poidevin et al. (2013), Qiu et al. (2013, 2014), Rao et al. (2009), Rathborne et al. (2009), Redaelli

et al. (2019), Rodrigues et al. (2007), Sadavoy et al. (2018), Santos et al. (2014, 2016), Sharma et al. (2020), Soam et al. (2015a,b, 2017a,b, 2018b,a, 2019b,a); Soam (2021),

Soler et al. (2018), Stephens et al. (2013), Sugitani et al. (2010, 2011, 2019), Tamaoki et al. (2019), Tang et al. (2009, 2019), Tsuboi et al. (2021), Vallée et al. (2003); Vallée

and Fiege (2005, 2006, 2007a,b); Vallée (2007), Wang et al. (2019, 2020a), Wisniewski et al. (2007), Wolf et al. (2003), Wright et al. (2014), Zielinski et al. (2021).

polarization observations, and �✓ is dispersion in polar-
ization position angle. DCF makes several assumptions,
most notably that turbulence is sub-Alfvénic, but also that
the underlying magnetic field geometry is linear, and that
�v,NT traces turbulent motions. Nonetheless, it provides an
estimation of magnetic field strength from dust polariza-
tion, and so is widely used despite long-standing theoretical
concerns (e.g., Zweibel 1990; Myers and Goodman 1991;
Houde et al. 2009). DCF measures an average BPOS in the
area over which �✓ is measured; however, recent wide-area
high-resolution polarimetric mapping of molecular clouds
has led to resolved DCF being used to map BPOS variation
across clouds (Guerra et al. 2021; Hwang et al. 2021).

The original DCF method likely overestimates BPOS due
to integration of ordered structure on scales smaller than the
telescope beam, and from multiple turbulent cells within the

beam and along the LOS (e.g., Ostriker et al. 2001; Houde
et al. 2009). We outline the methods of accounting for this
here; see Pattle and Fissel (2019) for a detailed comparison.

‘Classical’ DCF modifies eq. 16 by a factor 0 < Q  1,
generally Q = 0.5, such that (1/�✓) ! (Q/�✓) to account
for integration effects (Ostriker et al. 2001; Heitsch et al.
2001; Padoan et al. 2001). Cho and Yoo (2016) proposed
the ratio of velocity centroid dispersion to linewidth as an
estimator of the number of turbulent cells along the LOS.
Further modifications can be made to account for large-
scale magnetic field structure when estimating �✓ (Pillai
et al. 2015; Pattle et al. 2017). Classical DCF is often re-
stricted to regions where �✓ < 25� (Heitsch et al. 2001).

Alternatively, �v,NT/�✓ in eq. 16 can be replaced with
the ratio of energies in the turbulent and ordered field com-
ponents, such that 1/�✓ ! (hB2

t
i/hB2

o
i)�0.5. This ratio is
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Studying magnetic fields in the ISM with …
the ADF method

Hildebrand+2009, Houde+2009, Houde+2016
The Angular Dispersion Function (ADF):

analyzing the structure function of  magnetic field 
position angles as a function of  the spatial scales,…

Can take into account the large-scale field structure 
and small-scale, beam-integrated turbulence, and 
the effects of  filtering

See also works by Pillai+2015, Pattle+2017, and the recent Differential Measure 
Approach by Lazarian+2022.

POS is BPOS= B0+ Bt. The DCF expression for BPOS can be
then be written as (Houde et al. 2009)
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where ρ and σv are the mass density and velocity dispersion of
the cloud, respectively, and á ñ á ñB Bt

2
0
2 is the ratio of the LOS-

averaged turbulent to ordered magnetic energy densities. In
Equation (1), the dispersion of polarization vectors is
approximated as s » á ñ á ñf B Bt

2 2
0
2 .

Defining Δf(ℓ) as the angle difference between two points
separated by an angle ℓ on the sky, Houde et al. (2009)
proposed the two-point dispersion function of polarization
vector difference, f- á D ñℓ1 cos[ ( )] , and modeled it as the
superposition of large-scale field structure and small-scale,
beam-integrated turbulence,
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where ℓ is the angular distance between a pair of polarization
vectors; δ and W are the (Gaussian) turbulence correlation
length and telescope beamwidth (FWHM), respectively.  is
the number of turbulent cells along the LOS, where

p d d= + D¢- W2 21 3 2 2[( ) ] (with D¢ being the cloud’s
effective thickness). Here, angle brackets indicate an average
over all such pairs of polarization vectors having angular
separation ℓ. This analysis is applied locally at each position
(pixel) in a polarization map by applying a two-dimensional
normalized circular top-hat kernel that defines the region over
which f- á D ñℓ1 cos[ ( )] is evaluated. The size of this top-hat
kernel is characterized by a radius w (measured in pixels). All
vectors within a distance w from the position in question are
multiplied by unity, while those outside this radius are
multiplied by zero. This symmetric kernel ensures that when
calculating f- á D ñℓ1 cos[ ( )] , no preference is given to a
particular direction. In this way, a dispersion function is
constructed for each pixel in the map, and corresponding
magnetized turbulence parameters can be obtained.
The dispersion function at each pixel is fitted with

Equation (2). Using a Markov Chain Monte Carlo (MCMC)
solver (EMCEE; Foreman-Mackey et al. 2013), the parameters
δ, a2, and á ñ á ñB Bt

2
0
2 are determined. The MCMC solver

explicitly produces posterior distributions for the first two

Figure 1. Left: HAWC+ 214 μm data for OMC-1. The color-scaled background corresponds to the Stokes I intensity, and the overlaid Nyquist-sampled, constant-
length vectors represent the direction of the POS magnetic field direction inferred from the 214 μm HAWC+ polarization data (white). Three locations in OMC-1 are
identified with plus signs: one north of the BN/KL object, one in the H II region, and one in the bar. For each location, three circles are shown representing the kernels
used to calculate the dispersion functions shown on the right. Right panels: dispersion functions for the three locations in OMC-1 (left). Top, middle, and bottom
panels correspond to locations near the BN/KL object, the H II region, and the bar, respectively. Black, red, and dark-yellow symbols correspond to kernel sizes of 5,
9, and 13 pixels. Lines (in the same colors) correspond to the fit using the model in Equation (2).
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where ρ and σv are the mass density and velocity dispersion of
the cloud, respectively, and á ñ á ñB Bt
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2 is the ratio of the LOS-

averaged turbulent to ordered magnetic energy densities. In
Equation (1), the dispersion of polarization vectors is
approximated as s » á ñ á ñf B Bt
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Defining Δf(ℓ) as the angle difference between two points
separated by an angle ℓ on the sky, Houde et al. (2009)
proposed the two-point dispersion function of polarization
vector difference, f- á D ñℓ1 cos[ ( )] , and modeled it as the
superposition of large-scale field structure and small-scale,
beam-integrated turbulence,
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where ℓ is the angular distance between a pair of polarization
vectors; δ and W are the (Gaussian) turbulence correlation
length and telescope beamwidth (FWHM), respectively.  is
the number of turbulent cells along the LOS, where

p d d= + D¢- W2 21 3 2 2[( ) ] (with D¢ being the cloud’s
effective thickness). Here, angle brackets indicate an average
over all such pairs of polarization vectors having angular
separation ℓ. This analysis is applied locally at each position
(pixel) in a polarization map by applying a two-dimensional
normalized circular top-hat kernel that defines the region over
which f- á D ñℓ1 cos[ ( )] is evaluated. The size of this top-hat
kernel is characterized by a radius w (measured in pixels). All
vectors within a distance w from the position in question are
multiplied by unity, while those outside this radius are
multiplied by zero. This symmetric kernel ensures that when
calculating f- á D ñℓ1 cos[ ( )] , no preference is given to a
particular direction. In this way, a dispersion function is
constructed for each pixel in the map, and corresponding
magnetized turbulence parameters can be obtained.
The dispersion function at each pixel is fitted with

Equation (2). Using a Markov Chain Monte Carlo (MCMC)
solver (EMCEE; Foreman-Mackey et al. 2013), the parameters
δ, a2, and á ñ á ñB Bt

2
0
2 are determined. The MCMC solver

explicitly produces posterior distributions for the first two

Figure 1. Left: HAWC+ 214 μm data for OMC-1. The color-scaled background corresponds to the Stokes I intensity, and the overlaid Nyquist-sampled, constant-
length vectors represent the direction of the POS magnetic field direction inferred from the 214 μm HAWC+ polarization data (white). Three locations in OMC-1 are
identified with plus signs: one north of the BN/KL object, one in the H II region, and one in the bar. For each location, three circles are shown representing the kernels
used to calculate the dispersion functions shown on the right. Right panels: dispersion functions for the three locations in OMC-1 (left). Top, middle, and bottom
panels correspond to locations near the BN/KL object, the H II region, and the bar, respectively. Black, red, and dark-yellow symbols correspond to kernel sizes of 5,
9, and 13 pixels. Lines (in the same colors) correspond to the fit using the model in Equation (2).
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where ρ and σv are the mass density and velocity dispersion of
the cloud, respectively, and á ñ á ñB Bt
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2 is the ratio of the LOS-

averaged turbulent to ordered magnetic energy densities. In
Equation (1), the dispersion of polarization vectors is
approximated as s » á ñ á ñf B Bt
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Defining Δf(ℓ) as the angle difference between two points
separated by an angle ℓ on the sky, Houde et al. (2009)
proposed the two-point dispersion function of polarization
vector difference, f- á D ñℓ1 cos[ ( )] , and modeled it as the
superposition of large-scale field structure and small-scale,
beam-integrated turbulence,
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where ℓ is the angular distance between a pair of polarization
vectors; δ and W are the (Gaussian) turbulence correlation
length and telescope beamwidth (FWHM), respectively.  is
the number of turbulent cells along the LOS, where

p d d= + D¢- W2 21 3 2 2[( ) ] (with D¢ being the cloud’s
effective thickness). Here, angle brackets indicate an average
over all such pairs of polarization vectors having angular
separation ℓ. This analysis is applied locally at each position
(pixel) in a polarization map by applying a two-dimensional
normalized circular top-hat kernel that defines the region over
which f- á D ñℓ1 cos[ ( )] is evaluated. The size of this top-hat
kernel is characterized by a radius w (measured in pixels). All
vectors within a distance w from the position in question are
multiplied by unity, while those outside this radius are
multiplied by zero. This symmetric kernel ensures that when
calculating f- á D ñℓ1 cos[ ( )] , no preference is given to a
particular direction. In this way, a dispersion function is
constructed for each pixel in the map, and corresponding
magnetized turbulence parameters can be obtained.
The dispersion function at each pixel is fitted with

Equation (2). Using a Markov Chain Monte Carlo (MCMC)
solver (EMCEE; Foreman-Mackey et al. 2013), the parameters
δ, a2, and á ñ á ñB Bt

2
0
2 are determined. The MCMC solver

explicitly produces posterior distributions for the first two

Figure 1. Left: HAWC+ 214 μm data for OMC-1. The color-scaled background corresponds to the Stokes I intensity, and the overlaid Nyquist-sampled, constant-
length vectors represent the direction of the POS magnetic field direction inferred from the 214 μm HAWC+ polarization data (white). Three locations in OMC-1 are
identified with plus signs: one north of the BN/KL object, one in the H II region, and one in the bar. For each location, three circles are shown representing the kernels
used to calculate the dispersion functions shown on the right. Right panels: dispersion functions for the three locations in OMC-1 (left). Top, middle, and bottom
panels correspond to locations near the BN/KL object, the H II region, and the bar, respectively. Black, red, and dark-yellow symbols correspond to kernel sizes of 5,
9, and 13 pixels. Lines (in the same colors) correspond to the fit using the model in Equation (2).
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where ρ and σv are the mass density and velocity dispersion of
the cloud, respectively, and á ñ á ñB Bt

2
0
2 is the ratio of the LOS-

averaged turbulent to ordered magnetic energy densities. In
Equation (1), the dispersion of polarization vectors is
approximated as s » á ñ á ñf B Bt

2 2
0
2 .

Defining Δf(ℓ) as the angle difference between two points
separated by an angle ℓ on the sky, Houde et al. (2009)
proposed the two-point dispersion function of polarization
vector difference, f- á D ñℓ1 cos[ ( )] , and modeled it as the
superposition of large-scale field structure and small-scale,
beam-integrated turbulence,
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where ℓ is the angular distance between a pair of polarization
vectors; δ and W are the (Gaussian) turbulence correlation
length and telescope beamwidth (FWHM), respectively.  is
the number of turbulent cells along the LOS, where

p d d= + D¢- W2 21 3 2 2[( ) ] (with D¢ being the cloud’s
effective thickness). Here, angle brackets indicate an average
over all such pairs of polarization vectors having angular
separation ℓ. This analysis is applied locally at each position
(pixel) in a polarization map by applying a two-dimensional
normalized circular top-hat kernel that defines the region over
which f- á D ñℓ1 cos[ ( )] is evaluated. The size of this top-hat
kernel is characterized by a radius w (measured in pixels). All
vectors within a distance w from the position in question are
multiplied by unity, while those outside this radius are
multiplied by zero. This symmetric kernel ensures that when
calculating f- á D ñℓ1 cos[ ( )] , no preference is given to a
particular direction. In this way, a dispersion function is
constructed for each pixel in the map, and corresponding
magnetized turbulence parameters can be obtained.
The dispersion function at each pixel is fitted with

Equation (2). Using a Markov Chain Monte Carlo (MCMC)
solver (EMCEE; Foreman-Mackey et al. 2013), the parameters
δ, a2, and á ñ á ñB Bt

2
0
2 are determined. The MCMC solver

explicitly produces posterior distributions for the first two

Figure 1. Left: HAWC+ 214 μm data for OMC-1. The color-scaled background corresponds to the Stokes I intensity, and the overlaid Nyquist-sampled, constant-
length vectors represent the direction of the POS magnetic field direction inferred from the 214 μm HAWC+ polarization data (white). Three locations in OMC-1 are
identified with plus signs: one north of the BN/KL object, one in the H II region, and one in the bar. For each location, three circles are shown representing the kernels
used to calculate the dispersion functions shown on the right. Right panels: dispersion functions for the three locations in OMC-1 (left). Top, middle, and bottom
panels correspond to locations near the BN/KL object, the H II region, and the bar, respectively. Black, red, and dark-yellow symbols correspond to kernel sizes of 5,
9, and 13 pixels. Lines (in the same colors) correspond to the fit using the model in Equation (2).
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where ρ and σv are the mass density and velocity dispersion of
the cloud, respectively, and á ñ á ñB Bt
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0
2 is the ratio of the LOS-

averaged turbulent to ordered magnetic energy densities. In
Equation (1), the dispersion of polarization vectors is
approximated as s » á ñ á ñf B Bt
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Defining Δf(ℓ) as the angle difference between two points
separated by an angle ℓ on the sky, Houde et al. (2009)
proposed the two-point dispersion function of polarization
vector difference, f- á D ñℓ1 cos[ ( )] , and modeled it as the
superposition of large-scale field structure and small-scale,
beam-integrated turbulence,
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where ℓ is the angular distance between a pair of polarization
vectors; δ and W are the (Gaussian) turbulence correlation
length and telescope beamwidth (FWHM), respectively.  is
the number of turbulent cells along the LOS, where

p d d= + D¢- W2 21 3 2 2[( ) ] (with D¢ being the cloud’s
effective thickness). Here, angle brackets indicate an average
over all such pairs of polarization vectors having angular
separation ℓ. This analysis is applied locally at each position
(pixel) in a polarization map by applying a two-dimensional
normalized circular top-hat kernel that defines the region over
which f- á D ñℓ1 cos[ ( )] is evaluated. The size of this top-hat
kernel is characterized by a radius w (measured in pixels). All
vectors within a distance w from the position in question are
multiplied by unity, while those outside this radius are
multiplied by zero. This symmetric kernel ensures that when
calculating f- á D ñℓ1 cos[ ( )] , no preference is given to a
particular direction. In this way, a dispersion function is
constructed for each pixel in the map, and corresponding
magnetized turbulence parameters can be obtained.
The dispersion function at each pixel is fitted with

Equation (2). Using a Markov Chain Monte Carlo (MCMC)
solver (EMCEE; Foreman-Mackey et al. 2013), the parameters
δ, a2, and á ñ á ñB Bt

2
0
2 are determined. The MCMC solver

explicitly produces posterior distributions for the first two

Figure 1. Left: HAWC+ 214 μm data for OMC-1. The color-scaled background corresponds to the Stokes I intensity, and the overlaid Nyquist-sampled, constant-
length vectors represent the direction of the POS magnetic field direction inferred from the 214 μm HAWC+ polarization data (white). Three locations in OMC-1 are
identified with plus signs: one north of the BN/KL object, one in the H II region, and one in the bar. For each location, three circles are shown representing the kernels
used to calculate the dispersion functions shown on the right. Right panels: dispersion functions for the three locations in OMC-1 (left). Top, middle, and bottom
panels correspond to locations near the BN/KL object, the H II region, and the bar, respectively. Black, red, and dark-yellow symbols correspond to kernel sizes of 5,
9, and 13 pixels. Lines (in the same colors) correspond to the fit using the model in Equation (2).
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where ρ and σv are the mass density and velocity dispersion of
the cloud, respectively, and á ñ á ñB Bt

2
0
2 is the ratio of the LOS-

averaged turbulent to ordered magnetic energy densities. In
Equation (1), the dispersion of polarization vectors is
approximated as s » á ñ á ñf B Bt
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Defining Δf(ℓ) as the angle difference between two points
separated by an angle ℓ on the sky, Houde et al. (2009)
proposed the two-point dispersion function of polarization
vector difference, f- á D ñℓ1 cos[ ( )] , and modeled it as the
superposition of large-scale field structure and small-scale,
beam-integrated turbulence,
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where ℓ is the angular distance between a pair of polarization
vectors; δ and W are the (Gaussian) turbulence correlation
length and telescope beamwidth (FWHM), respectively.  is
the number of turbulent cells along the LOS, where

p d d= + D¢- W2 21 3 2 2[( ) ] (with D¢ being the cloud’s
effective thickness). Here, angle brackets indicate an average
over all such pairs of polarization vectors having angular
separation ℓ. This analysis is applied locally at each position
(pixel) in a polarization map by applying a two-dimensional
normalized circular top-hat kernel that defines the region over
which f- á D ñℓ1 cos[ ( )] is evaluated. The size of this top-hat
kernel is characterized by a radius w (measured in pixels). All
vectors within a distance w from the position in question are
multiplied by unity, while those outside this radius are
multiplied by zero. This symmetric kernel ensures that when
calculating f- á D ñℓ1 cos[ ( )] , no preference is given to a
particular direction. In this way, a dispersion function is
constructed for each pixel in the map, and corresponding
magnetized turbulence parameters can be obtained.
The dispersion function at each pixel is fitted with

Equation (2). Using a Markov Chain Monte Carlo (MCMC)
solver (EMCEE; Foreman-Mackey et al. 2013), the parameters
δ, a2, and á ñ á ñB Bt

2
0
2 are determined. The MCMC solver

explicitly produces posterior distributions for the first two

Figure 1. Left: HAWC+ 214 μm data for OMC-1. The color-scaled background corresponds to the Stokes I intensity, and the overlaid Nyquist-sampled, constant-
length vectors represent the direction of the POS magnetic field direction inferred from the 214 μm HAWC+ polarization data (white). Three locations in OMC-1 are
identified with plus signs: one north of the BN/KL object, one in the H II region, and one in the bar. For each location, three circles are shown representing the kernels
used to calculate the dispersion functions shown on the right. Right panels: dispersion functions for the three locations in OMC-1 (left). Top, middle, and bottom
panels correspond to locations near the BN/KL object, the H II region, and the bar, respectively. Black, red, and dark-yellow symbols correspond to kernel sizes of 5,
9, and 13 pixels. Lines (in the same colors) correspond to the fit using the model in Equation (2).
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Generally, HAWC+ polarization observation resolve the 
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where ρ and σv are the mass density and velocity dispersion of
the cloud, respectively, and á ñ á ñB Bt

2
0
2 is the ratio of the LOS-

averaged turbulent to ordered magnetic energy densities. In
Equation (1), the dispersion of polarization vectors is
approximated as s » á ñ á ñf B Bt
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Defining Δf(ℓ) as the angle difference between two points
separated by an angle ℓ on the sky, Houde et al. (2009)
proposed the two-point dispersion function of polarization
vector difference, f- á D ñℓ1 cos[ ( )] , and modeled it as the
superposition of large-scale field structure and small-scale,
beam-integrated turbulence,
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where ℓ is the angular distance between a pair of polarization
vectors; δ and W are the (Gaussian) turbulence correlation
length and telescope beamwidth (FWHM), respectively.  is
the number of turbulent cells along the LOS, where

p d d= + D¢- W2 21 3 2 2[( ) ] (with D¢ being the cloud’s
effective thickness). Here, angle brackets indicate an average
over all such pairs of polarization vectors having angular
separation ℓ. This analysis is applied locally at each position
(pixel) in a polarization map by applying a two-dimensional
normalized circular top-hat kernel that defines the region over
which f- á D ñℓ1 cos[ ( )] is evaluated. The size of this top-hat
kernel is characterized by a radius w (measured in pixels). All
vectors within a distance w from the position in question are
multiplied by unity, while those outside this radius are
multiplied by zero. This symmetric kernel ensures that when
calculating f- á D ñℓ1 cos[ ( )] , no preference is given to a
particular direction. In this way, a dispersion function is
constructed for each pixel in the map, and corresponding
magnetized turbulence parameters can be obtained.
The dispersion function at each pixel is fitted with

Equation (2). Using a Markov Chain Monte Carlo (MCMC)
solver (EMCEE; Foreman-Mackey et al. 2013), the parameters
δ, a2, and á ñ á ñB Bt

2
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2 are determined. The MCMC solver

explicitly produces posterior distributions for the first two

Figure 1. Left: HAWC+ 214 μm data for OMC-1. The color-scaled background corresponds to the Stokes I intensity, and the overlaid Nyquist-sampled, constant-
length vectors represent the direction of the POS magnetic field direction inferred from the 214 μm HAWC+ polarization data (white). Three locations in OMC-1 are
identified with plus signs: one north of the BN/KL object, one in the H II region, and one in the bar. For each location, three circles are shown representing the kernels
used to calculate the dispersion functions shown on the right. Right panels: dispersion functions for the three locations in OMC-1 (left). Top, middle, and bottom
panels correspond to locations near the BN/KL object, the H II region, and the bar, respectively. Black, red, and dark-yellow symbols correspond to kernel sizes of 5,
9, and 13 pixels. Lines (in the same colors) correspond to the fit using the model in Equation (2).
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Figure 6. Maps of POS magnetic field strength for 53 μm (top left), 89 μm (top right), 154 μm (bottom left), and 214 μm (bottom right). Inferred magnetic field
orientation is shown by LIC contours. For reference, the locations of the BN/KL object (star) and the Trapezium cluster (plus sign) are included as well. The angular
resolution in each map is 32″ (53 μm), 33″ (89 μm), 58″ (154 μm), and 77″ (214 μm).

Figure 5. Left: column density map for the OMC-1 region obtained through the fitting of the SED using infrared photometric data from different instruments (for
larger spectral coverage), including HAWC+. The angular resolution of this map is 22″ (Chuss et al. 2019). Right: OMC-1 velocity dispersion map determined from
the multi-Gaussian fitting of the hyperfine structure of NH3(1, 1). These observations were taken with a FWHM beam of 32″ (Friesen et al. 2017).
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In fine, one can study B - n relation, compare magnetic field and turbulence, calculate the mass-to-flux-
ratio to critical value, the virial state of  dense structures, etc…
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Fig. A.8: Same as Fig. A.1 for the Aquila Rift subregions Serpens West, Serpens Main 1, Serpens Main 2, and Serpens (clockwise
starting from the top left).

23

Densification (e.g. filaments) governed 
by turbulence, and magnetic fields

Molecular 
clouds and 
filaments 
(Planck)

Star-forming cores 
association (SOFIA)

J. D. Soler: Using Herschel and Planck to delineate the role of magnetic fields in molecular cloud structure

Fig. A.8: Same as Fig. A.1 for the Aquila Rift subregions Serpens West, Serpens Main 1, Serpens Main 2, and Serpens (clockwise
starting from the top left).

23

Soler+2019

N
u

m
b

e
r

Angle between B and density gradient G

B || GB ⏊ G B ⏊ G

Dense
 g

as

Low-density

1-10 pc

Planck view of the Aquila rift

~ 0.1- 1 pc

Histograms of  relative orientations (HRO)



Studying magnetic fields in the ISM with …
density gradients

Soler+2013, Soler & Hennebelle 2017

See the work of  Lee, D. +2021 in Ophiuchus

Molecular clouds and 
filaments (Planck)

Star-forming cores 
association (SOFIA)

1-10 pc ~ 0.1- 1 pc

1020 D. L. Jow et al.

orientations are random with respect to the magnetic field. To answer
the problem, one would first calculate the relative angles between
each vector in U with respect to the vector in V at the same position.
This would yield a set of angles with a range from [0, 2π), and the
question is then equivalent to determining how these angles are
distributed in that range. No preference in orientation would yield
a statistically uniform distribution.

We further restrict our attention to cases where we are interested
only in the alignment of the vectors, and not the parity of the
alignment. In the example of the cows, we might want to first
examine their relative orientation with the Earth’s magnetic field,
not whether their heads tend to point North or South. In these cases,
any relative angle φ is equivalent to φ + π . This can be achieved
by first taking the tangent of the relative angles, and then taking the
inverse tangent, since tan φ = tan (φ + π ). So for any vector u ∈ U
and the corresponding v ∈ V , we can calculate their relative angles
according to

φ = arctan
|u × v|

u · v
. (2)

This yields a set of angles {φi} with range [− π
2 , π

2 ]. Note that, as
implemented, the norm in equation (2) carries a sign.

To decide whether two sets of orientations have a tendency to be
either parallel or perpendicular to each other, we introduce the HRO
method first presented by Soler et al. (2013), as well as describing
a new statistical method, which we call the PRS.

3.1 The HRO

An obvious way to investigate the underlying distribution of a sam-
ple of angles is to plot a histogram of that sample. Soler et al.
(2013, 2017) describe what they call the HRO approach, a tech-
nique for analysing the relative orientations of interstellar magnetic
fields and emission morphologies in molecular clouds. As shown
by simulations of magnetohydrodynamic turbulence, the relative
orientation between the magnetic field and column density struc-
tures is related to the magnetization in a molecular cloud (Soler
et al. 2013). The HRO technique involves characterizing the mag-
netic field direction via sky polarization data, and the molecular
cloud orientation through the gradient of the column density and
then calculating their relative orientation angles. The analysis of the
resulting set of relative angles is carried out by plotting a histogram
of angles, the HRO and analysing its shape. In particular, Soler et al.
(2013) define the HRO ‘shape parameter’ of a set of angles {φi}
with range [− π

2 , π
2 ] as ζ ≡ Ac − Ae, where Ac is the area of the

central region of the histogram (−22.◦5 < φ < 22.◦5) and Ae is the
area of the edge regions (−90◦ < φ < −67.◦5 and 67.◦5 < φ < 90◦).
The shape parameter is then defined by normalizing by the total
area, and also restricting the range of {φi} to be [0, π

2 ], mapping all
angles to their absolute values.

As in Soler et al. (2017), we normalize the parameter, but allow
the angles to take the full range [− π

2 , π
2 ]; this does not imply any

loss of generality, since we are unconcerned with the sign of the
alignment, so φ is equivalent to −φ. Thus, the shape parameter is
defined as

ζ ≡ Ac − Ae

Ac + Ae
. (3)

A value of ζ > 0 implies a preference towards parallel alignment,
whereas ζ < 0 implies perpendicular alignment. In the case of
random alignment, we expect ζ to be close to 0, with an uncertainty

we can calculate. The uncertainty in ζ , σ ζ , is given by

σ 2
ζ =

4
(
A2

eσ
2
Ac

+ A2
cσ

2
Ae

)

(Ac + Ae)4 (4)

as derived in Soler et al. (2017).
While simple in form and execution, this shape parameter can-

not be the optimal statistic for characterizing relative orienta-
tions. For one thing, it entirely ignores angles in the ranges of
−67.◦5 < φ < −22.◦5 and 22.◦5 < φ < 67.◦5, and so will be insen-
sitive to large parts of the data. In particular, it will be completely
blind to even very strong 45◦ preferential alignment. This problem
can, of course, be resolved by simply changing the selected areas
since the choice of angle ranges is arbitrary, but any HRO-like statis-
tic must suffer from the intrinsic deficiencies of binning, namely,
that binning weights all data in the same bin equally, and so fails
to utilize the full power of the data. We suggest, therefore, that a
more optimal statistic for analysing relative orientations would not
involve any binning of the angles, and next we describe just such
an approach.

3.2 The PRS

Given a set {θ i} of n angles, with a range of [0, 2π], to determine
whether or not the angles are uniformly distributed, one might use
the Rayleigh test, which uses the Rayleigh statistic defined as

Z =
(∑n

i cos θi

)2 +
(∑n

i sin θi

)2

n
, (5)

(see e.g. Batschelet 1981; Glimm 1996; Mardia & Jupp 1999).
The Rayleigh statistic is related to a random walk, characterizing

the distance from the origin if one were to take unit steps in the
direction determined by each angle. The expectation value of a ran-
dom walk in two dimensions is zero, and so any significant deviation
from the origin would indicate some sort of preference in the angles.
The Rayleigh statistic can be used to test for the non-uniformity of
a set of angles, and has already been applied many times in as-
trophysics when testing for periodicity (e.g. Gibson et al. 1982;
Scott 1991; Pierre Auger Collaboration 2011) or modulation of
data (e.g. section 6.6 of Planck Collaboration XVI 2016).

For our purposes, we begin with a set of axial data, {φi}, with the
range [− π

2 , π
2 ]. To test against uniformity of these data, we can first

convert the axial data to angular data by mapping each angle, φi,
to twice itself, i.e. φi → θ i = 2φi. This method of angle doubling
is a common technique for converting axial data to circular data, in
order to utilize the rich field of circular statistics (Batschelet 1981;
Mardia & Jupp 1999). Having doubled our angles, we can simply
apply the Rayleigh statistic defined above to test against uniformity,
as did Burda et al. (2009) in their analysis of the relative orientations
of cows with magnetic fields. However, for the astrophysical appli-
cations we have in mind, we are interested in something slightly
more specific than a test against uniformity. In particular, we are
interested in whether alignment tends to be preferentially parallel
(corresponding to φ = 0), or preferentially perpendicular (φ = − π

2
or π

2 ), as well as the statistical strength of that alignment. When
we multiply our axial data by 2, parallel orientation corresponds to
θ = 0 while perpendicular orientation corresponds to θ = π . Thus,
with θ = 0 corresponding to the x-axis, the quantity of interest is
the horizontal distance moved in our hypothetical random walk.

Durand & Greenwood (1958) describe what they call the V statis-
tic, which computes just this quantity. The V test is also discussed,
under a different name, by Mardia & Jupp (1999). In its most gen-
eral form, the V statistic is used in tests for uniformity against an
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This expression shows that, in this particular example, the rela-
tive orientation betweenr⇢ and B changes by e↵ect of the y-axis
component of the magnetic field. Thus, it implies that even if the
magnetic field is weak, motions strictly along the field lines tend
to create density structures perpendicular to it.

3.1.3. Analytical hints on the relative orientation

Since the strain tensor (@iv j + @ jvi)/2 is symmetric, there are
at least three mutually perpendicular directions with respect to
which the matrix of (@iv j + @ jvi)/2 is diagonal. Geometrically,
this means that infinitesimal line elements in these directions re-
main mutually perpendicular after deformation. These directions
are known as principal directions (Lai et al. 2010). If we con-
sider the basis where the strain tensor is diagonal, the principal-
directions basis, Eq. (17) can be expressed as

A23 = �i(r2
i
� b

2
i
) , (23)

where �i are the eigenvalues of the strain tensor.
For the sake of illustration, we can reduce the problem to 2D

and consider two eigenvalues, one negative (�c), which is domi-
nant if we consider the case where @ivi < 0, and one positive (�s).
In general terms, the fluid parcel is compressed in the direction
associated with �c and stretched in the other. It can therefore be
represented as an ellipsoid whose short axis corresponds to the
direction associated with �c and whose major axis to the direc-
tion associated with �s. Given that ri is a gradient, it is larger
along the short axis, that is, the direction associated with �c.

If the magnetic field is weak, B tends to be parallel to the
major axis of the ellipsoid, because the field is compressed by the
converging flow. That means that bc is small and A23 is negative,
thus taking the system towards the cos � = 0 configuration. If
the field is strong, the compression occurs mainly along the field
lines, thus making B parallel to the short axis of the ellipsoid. In
this case, A23 ' �c(r2

c �b
2
c), so the sign depends on the respective

values of r
2
c and b

2
c . In the limit where B is very strong, one

expects the field lines to be straight and B more organized than
r⇢, thus r

2
c � b

2
c < 0.

These simple cases correspond to highly idealized flows and
magnetic field configurations. To study configurations where the
magnetic field is not infinitely rigid or the flow has more than
one single compressive component, we need to consider a real-
ization of a turbulent flow in a molecular cloud, which is acces-
sible through the numerical simulation of MHD turbulence.

3.2. Simulation of magnetohydrodynamic turbulence

We consider the simulations of MHD turbulence introduced in
Dib et al. (2010) and used in Soler et al. (2013). These simula-
tions correspond to a 4-parsec-side periodic box with mean num-
ber density n = 536 cm�3, and include the e↵ect of self-gravity,
magnetic field, and decaying turbulence. The medium inside the
box is isothermal (T = 11.4 K) and has an initial sonic Mach
numberMS = 10. These simulations were computed in an adap-
tive mesh refinement (AMR) grid with maximum resolution of
2�9 pc and we analyze them in a regular grid with 2�7 pc resolu-
tion. For the sake of simplicity, we consider only two snapshots
taken at 1/3 and 2/3 of the flow crossing time.

This set of simulations includes realizations with three initial
degrees of magnetization, quantified in terms of the ratio of the
thermal to magnetic pressure, �; quasi-hydrodynamic, �0 = 100;
equipartition, �0 = 1.0; and strong magnetic field, �0 = 0.1.
Soler et al. (2013) reported that in 3D, the change in the relative

Fig. 1. Relative orientation parameter, ⇠, as a function of particle den-
sity, n ⌘ ⇢/µ, in the simulations used in Soler et al. (2013). The values
of ⇠ correspond to the relative orientation between r⇢ and B in n-bins
with an equal number of voxels, all with n > 500 cm�3. The values ⇠ > 0
correspond to r⇢ mostly perpendicular to B and ⇠ < 0 correspond to
r⇢ mostly parallel to B. The gray horizontal line is ⇠ = 0, which cor-
responds to the case where there is no preferred relative orientation be-
tween r⇢ and B. The darker colors represent the early snapshots in the
simulation and the lighter colors represent the later snapshots. The gray
vertical line, drawn for reference, corresponds to n = 104 cm�3.

orientation between the magnetic field B and the iso-density con-
tours, inferred from r⇢, is related to the initial degree of mag-
netization. In the realizations with �0 = 0.1 and �0 = 1.0, which
correspond to sub-Alfvénic or close to equipartition turbulence,
cos � changes from being mostly zero at low densities to being
mostly plus or minus one at the highest densities. In the realiza-
tion with �0 = 100, super-Alfvénic turbulence, cos � is mostly
zero at all densities. Both of these results were expressed in terms
of the relative orientation parameter (⇠), which corresponds to
the di↵erence between the number of voxels where cos � ⇡ 0
minus the number of voxels where cos � ⇡ ±1 divided by the
total number of voxels where cos � ⇡ 0 or cos � ⇡ ±1, as explic-
itly described in equation 4 of Planck Collaboration Int. XXXV
(2016). Consequently, ⇠ is positive if cos � is mostly equal to
zero, i.e., r⇢ mostly perpendicular to B, and negative if | cos �|
is mostly one, i.e., r⇢ mostly parallel to B.

In order to illustrate the interpretation of Eq. (13), we re-
produce the relative orientation between B and the iso-⇢ con-
tours presented in Soler et al. (2013) for the range of densities
n > 5 ⇥ 102 cm�3. We estimated r⇢ using a Lagrange 5-points
interpolation to express each ⇢ data point in the simulation cube
as a point on a polynomial and then di↵erentiate that polyno-
mial2. The mean values of ⇠ in di↵erent density bins, presented
in Fig. 1, illustrate the di↵erent trends in relative orientation be-
tween r⇢ and B for di↵erent initial magnetizations. Given that
n ⌘ ⇢/µ and µ, the mean particle mass, is constant in the simula-
tions, we choose to report these results in terms of n without any
loss of generality.

Figure 2 shows that in the same density range, the negative
values of ⇠ are associated with r ·u < 0 in the simulations with
�0 = 0.1 and �0 = 1.0. However, this is not the case for the
�0 = 100 simulations, thus showing that r ·u < 0 is not the
only condition producing the change in the relative orientation
between r⇢ parallel to B. Furthermore, Fig. 2 illustrates that
in the simulations with �0 = 0.1 and �0 = 1.0, the transition

2 pdiv.pro routine developed by Chris Beaumont (https://
github.com/ChrisBeaumont).
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Fig. 4: Same as Fig. 1 for Orion.

To facilitate the discussion, we divided the CrA region into
two portions. CrA North includes the Cr-A, Cr-B, Cr-C, and Cr-
D, designations introduced in Nutter et al. (2005). These are
the densest regions within CrA and contain most of the gravi-
tationally bound cores (Bresnahan et al. 2018). CrA South in-
cludes NH structures with cometary appearance with fewer star-
less cores, candidate prestellar cores, and confirmed prestellar
cores than CrA North. The HRO analysis reveals significant dif-
ferences between the two regions. On the one hand, CrA North
shows a transition from ⇠ and V > 0 to ⇠ and V < 0 with increas-
ing NH and with h�i around 0� at roughly log10(NH/cm�2)< 21.7
and then increasing to approximately 70�. Although the statis-
tical significance of the ⇠ and V < 0 are low, the HROs pre-
sented in Fig. A.5 further confirm that they represent a substan-
tial change in the distribution of � toward that portion of the

CrA region. On the other hand, CrA South shows ⇠ and V > 0
and h�i around 0� for all NH, which only reaches a maximum
value log10(NH/cm�2)= 21.03.

4.1.6. Aquila Rift

The HRO analysis of Serpens Main 2 (Bontemps et al. 2010;
Könyves et al. 2015), which has been presented as a proof of
concept in (Soler et al. 2017) and is shown here in Fig. 2, reveals
a clear transition from NH and B? mostly parallel at the lowest
NH and mostly perpendicular at the highest NH, which is evident
in the change of h�i from 0� to 90� and V > 0 to V < 0 with in-
creasing NH in the rightmost panels of Fig. 2. This confirms the
trends found by estimating B? based on near-infrared polarime-
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alternative with specified mean direction. Here, we take the speci-
fied direction to be θ = 0, and we rename the V statistic to the more
intuitive ‘PRS’. Then, for a set of n angles {θ i} = {2φi} where
φi ∈ [− π

2 , π
2 ], the PRS is

Zx =
∑n

i cos θi√
n/2

. (6)

Thus, Zx $ 0 indicates strong parallel alignment, while Zx % 0
indicates strong perpendicular alignment.

As a test of the statistical significance of relative alignment, we
can investigate the probability distribution of the PRS when each
φi (or equivalently θ i) is uniformly distributed. Assuming that the
angles are independently and uniformly distributed, it follows that
every cos θ i is independently and identically distributed, with a
mean of 0. Also, for uniformly distributed θ i, cos 2θ i has a mean of
1
2 . Therefore, each cos θ i is independently and identically distributed
with mean µ= 0 and σ 2 = 1

2 . By the central limit theorem, it follows
that

∑n
i cos θi/

√
n is distributed as N (0, 1

2 ) in the limit that n →
∞, where N (µ, σ 2) is the normal (or Gaussian) distribution with
mean µ and variance σ 2.

The asymptotic limit of the PRS distribution is, therefore, the
standard normal distribution. For a general distribution of angles,
the variance in Zx (in the high-n limit) is simply the variance of each
cos θi/

√
1/2, which can be estimated as

σ 2
Zx

= 2
∑n

i (cos θi)2 − (Zx)2

n
. (7)

We take this value to be the uncertainty in the PRS. That is the
uncertainty estimated for a single PRS measurement reflects the
dispersion of the relative angles.

The Rayleigh test is equivalent to the likelihood ratio test against
von Mises alternatives (see Section 3.4 for a description of the
von Mises distribution), the likelihood ratio test being optimal by
the Neyman–Pearson lemma (Mardia & Jupp 1999). Therefore, the
PRS is necessarily more powerful than the HRO shape parame-
ter, and indeed any other test, when testing against alternatives to
von Mises distributions with known mean. The optimality of the
Rayleigh statistic in this case is also discussed in Durand & Green-
wood (1958). It should be noted that if the shape of the underlying
distribution of angles is known, then one could always find a better
test for that specific distribution. However, as a test for orientation
in general, the PRS is clearly optimal.

An additional advantage of using the PRS is the ability to imple-
ment a weighting scheme. Whereas binning methods may need to
reject noisy data, the PRS can still utilize these data by weighting
them accordingly. Thus, the PRS can be modified to use the full
power of the data, including the noisy parts. The weighted PRS can
be defined as

Z∗
x =

∑n
i wi cos θi√∑n

i (wi)2/2
, (8)

where wi is the weight for the angle θ i. The weighted PRS for
uniformly distributed relative angles follows the same distribution
as the PRS, namely, the standard normal distribution. In general,
the weights will be related to the noise in individual data samples,
as we discuss in Section 4 for a particular example. The form of the
weights can be tuned for each specific application.

Figure 2. Top: empirical PDFs of the PRS, Zx (left) and HRO shape param-
eter, ζ (right). These are derived from 100 000 evaluations of the statistic on
samples of angles (n = 5000) drawn from a uniform distribution. They are
fit with a Gaussian for comparison to the exact normal PDFs expected for
high n. Bottom: the respective empirical CDFs, compared to those expected
for high n.

3.3 The PRS and HRO distributions for uniform relative
angles

In order to utilize the HRO and PRS methods as tests of orientation
in real data, we must have a description of their probability distri-
butions under the conditions of purely random relative orientations.
In Section 3.2, we derived the asymptotic form of the PRS as the
number of angles n approaches infinity. However, we have not de-
termined the size at which n is ‘large enough’, and, in any case, we
should check the results with numerical simulations.

We compute the PRS and HRO shape parameter for
N = 100 000 times for different samples of n angles drawn from a
population uniformly distributed on [− π

2 , π
2 ]. We use this to deter-

mine the empirical probability distribution functions (PDFs). The
top panel of Fig. 2 shows the distributions of the PRS and the HRO
shape parameter for n = 5000, fitted to an exactly normal distri-
bution. This verifies that the PRS is distributed according to the
standard normal distribution, and that the HRO shape parameter is
also normally distributed. Since for statistical tests, we are typically
more concerned with the tails of the distribution we also compare
the empirical cumulative distribution functions (CDFs) with the ex-
actly normal CDFs and find very good agreement (bottom panel of
Fig. 2). We find that n > 5000 yields 0.01 as an upper bound on
the difference between the empirical and theoretical CDFs for both
the PRS and HRO shape parameter. Applying the Kolmogorov–
Smirnov test, we find that this bound would occur with 70 per cent
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Studying magnetic fields in the ISM with …
velocity structures and gradientsThe example of  Serpens South, a local hub-

filament system harboring low-mass star 
forming cores

The Astrophysical Journal, 766:115 (14pp), 2013 April 1 Kirk et al.

Figure 1. Large-scale context of our Mopra observations of Serpens South. The grayscale image and contours show an AzTEC/ASTE map of the millimeter dust
continuum emission, while the red filled circles, orange open circles, and yellow diamonds show the YSO population found in Spitzer data. The black circle at the
bottom right corner shows the AzTEC/ASTE beam size (28′′ FWHM). The blue contour shows the region mapped with Mopra, covering all of the main filamentary
structure.
(A color version of this figure is available in the online journal.)

Table 1
Basic Line Properties

Frequency HF Componenta Ref.b Int. Rangec Integrated Noised

Molecule (MHz) (if applicable) (km s−1) (K km s−1)

N2H+(1–0) 93173.4669 F1, F = 2–1, 2–1 1 −10.5→7.5 4.38
H13CN(1–0) 86340.1840 F = 2–1 2 −8.5→6.5 3.87
HCN(1–0) 88631.8473 F = 2–1 3 −9→7 4.02
HNC(1–0) 90663.5560 F = 2–1 4 −2→2 2.04
H13CO+(1–0) 86754.2884 N/A 5e −2→2 2.02
HCO+(1–0) 89188.5260 N/A 6 −5→5 3.23
SiO(2–1) 86846.9600 N/A 7 −1.5→1.5 1.76
NH2D(1,1) 85926.2630 N/A 8 −6.5→6.5 3.66

Notes.
a In the case of a species with hyperfine splitting, the transition used for centering.
b Reference for the adopted frequency: (1) Pagani et al. 2009; (2) Pearson et al. 1976, as recommended by JPL (http://spec.jpl.nasa.gov);
(3) Ahrens et al. 2002, as recommended by CDMS (Müller et al. 2005); (4) Bechtel et al. 2006; (5) Schmid-Burgk et al. 2004,
as recommended by CDMS; (6) Ulich & Haas 1976, as recommended by NIST (Lovas et al. 2009); (7) Manson et al. 1977, as
recommended by CDMS; (8) Main frequency listed for no hyperfine splitting from Bester et al. (1983), as recommended by NIST (our
sensitivity is too low to pick up the satellite components).
c The range in velocities, relative to the line centroid, used when calculating the integrated intensity.
d The median formal 1σ error on the integrated intensity in brightness temperature units, i.e., the typical spectral rms multiplied by the
square root of the number of spectral channels integrated over.
e Note that hyperfine splitting was detected by Schmid-Burgk et al. (2004), but with the components separated by only 0.133 km s−1,
this would not be visible in our Mopra data.
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Figure 4. Centroid velocity measured for N2H+ across Serpens South. The contours correspond to the dust emission levels shown in Figure 1 and 3, and the circles
denote the same YSOs as shown in Figure 1 (dark gray corresponds to class 0, medium gray to class I and light gray to class II sources). The peak ridge of the filament
is shown by the dashed lines (red in the south and blue in the north for clarity). The overall velocity gradient measured in the southern filament is indicated by the
arrow at the bottom left, while the circle at the bottom right indicates the Mopra beam size.

the area perpendicular to the flow, or

Ṁ‖ = V‖ ×
(

M

πr2L

)
(πr2), (2)

which simplifies to Ṁ‖ = V‖(M/L). Due to projection effects,
we observe

Lobs = L cos(α) and V‖,obs = V‖ sin(α) (3)

with V‖,obs = ∇V‖,obsLobs. Therefore, the accretion rate is given
by

Ṁ‖ = ∇V‖,obsM

tan(α)
. (4)

For the southern filament, we estimate a mass of 20.3 M$
along a length of 0.33 pc and width of 0.08 pc (see Section 3.1),
which corresponds to an accretion rate of 28 M$ Myr−1 for
tan(α) = 1. Note that since we observe both a gradient along
the filament and infall onto the filament (discussed in the next
section), this already constrains α not to lie close to either of the
possible extreme values (0◦ for lying parallel to the plane of the
sky and 90◦ for lying directly along the line of sight). We will
furthermore show that the accretion rates estimated from both
the motion along and across the filament are relatively high,
which suggests that α is likely close enough to 45◦, so that the
correction factor for each measure is only several times unity.

The velocity gradient used for the accretion rate esti-
mate is also similar to values measured in other star-forming

7
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Figure 6. H-band polarization vector map toward Serpens South for point sources having P/∆P > 3.0, P < 6.6([H − Ks] − 0.2), and P > 3.0%, superposed on
the 1.1-mm dust-continuum image of ASTE/AzTEC (R. A. Gutermuth et al. 2011, in preparation). YSOs identified by Gutermuth et al. (2008) and Bontemps et al.
(2010) are not included, but those identified by Gutermuth et al. (2008) are indicated by red (class 0/I) and blue (class II) open circles.
(A color version of this figure is available in the online journal.)

distorted by gravitational contraction along the main filament
toward its northern part, which probably contains the majority
of the mass in the Serpens South cloud. However, we should
wait for the detailed analysis of the dust-continuum data (e.g.,
R. A. Gutermuth et al. 2011, in preparation) and/or molecular-
line data to know whether the northern part has enough mass to
cause the large-scale curved magnetic field observed here.

3.2. Rough Estimate of the Magnetic Field Strength

Using the Chandrasekhar–Fermi (CF) method
(Chandrasekhar & Fermi 1953), we roughly estimate the mag-
netic field strength toward two (north and south) zones enclosed

by dotted lines in Figure 8, where, in the H-band polarization
map (Figure 6), the local number density of the polarization
vectors is relatively large and the polarization vectors seem to
be locally well ordered. Here, we calculate the plan-of-the-sky
component of the magnetic field strength, B‖, using the equa-
tion of the CF method (e.g., Equation (4) of Houde 2004) and
a correction factor, C, for the CF method (Houde 2004; Houde
et al. 2009), where we adopt C ∼ 0.3 following Sugitani et al.
(2010). In this calculation, we use the H-band sources in Figure 6
because the sample number is larger than that of the Ks-band
sources in Figure 7.

For 21 sources toward the north zone, an average θ in P.A.
is calculated to be 51.◦1 ± 9.◦6, and an average H − Ks color
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In addition, we used a Herschel gas (H2) column density map 
derived by the Herschel Gould Belt Survey16. The map was based 
on Herschel 70 to 500 μm images17 at a resolution of 36″. We used 
the standard conversion factor18 between column density and visual 
extinction, NH2 ¼ 9:4 ´ 1020 cm"2

I
 (AV mag)−1.

Results
Figure 1 shows the Serpens South cloud, with NIR and HAWC+ 
magnetic field orientations overlaid as pseudo (headless) vectors. 
We partitioned the sky presentation of the cloud system into a hub 
(MAINHUB) that harbours the Serpens South star cluster and into 
three filaments (FIL1, FIL2 and FIL3) that appear to connect to the 
hub (Fig. 1). We delineated the extents of these filament regions 
using ellipses. The ellipses were chosen to maximize the number 
of significant polarization detections for each region but to have 
minimal overlap between adjacent ellipse regions (Methods). The 
FIL3 region was removed from the remaining analysis steps as it 
contained too few HAWC+ polarimetric detections.

The large-scale magnetic field orientation follows a generally 
northeast–southwest direction that is mostly perpendicular to 
the gas distribution within the MAINHUB region. The magnetic 
field orientations with respect to the gas distributions within FIL1 
and FIL2 are more complex. The large-scale magnetic field traced 
by NIR polarimetry is mostly perpendicular to the gas filaments. 
However, the magnetic field orientations seen on the smaller scales 
traced by the new FIR polarimetry do not appear to follow the same 
patterns seen on the larger, NIR-traced, scales.

We quantified the relation between cloud gas structures and mag-
netic fields by measuring the relative projected orientations between 
the filaments and the magnetic fields traced via polarimetry. We 
characterized the filament orientations using the Rolling Hough 
Transform (RHT19), an image processing tool that determines the ori-
entations of linear structures (Methods). We constructed histograms 

of RHT angles and magnetic field orientations within the MAINHUB, 
FIL1 and FIL2 regions. We also calculated median RHT angles and 
magnetic field orientations within each elliptical region. The uncer-
tainty on the median was calculated by dividing the standard devia-
tion of the observed orientations by (N–1)1/2, where N is the sample 
size, following Gaussian error propagation. The results are shown in 
Fig. 2. At the large spatial scales of the elliptical regions (0.1–0.5 pc), 
the NIR polarization orientations for FIL1 show a narrow distribu-
tion whose median value is 32 ± 2° offset from being parallel to the 
RHT-traced gas filament orientation. For FIL2, the median NIR field 
orientation is 73 ± 5° offset from the filament. For MAINHUB, the 
NIR field orientation is 95 ± 12° from the filament angle.

These offset angle values reveal that the NIR-traced magnetic 
field is perpendicular to the gas structures within the FIL2 and 
MAINHUB zones. At smaller spatial scales (<0.1 pc), however, the 
smoothed HAWC+ observations of the FIL2 region show magnetic 
field orientations closer to being parallel to the gas filament elon-
gation (medians offset by 22 ± 3°). For MAINHUB, the large-scale 
perpendicular relative orientation is preserved down to the smaller, 
FIR-traced scales (medians offset by 87 ± 1°). Different ellipse sizes 
were tried and found to yield consistent results.

FIL2, the FIR-brightest southern filament connecting to the  
central hub (Fig. 1), thus shows a distinct change in magnetic field 
orientation, from being perpendicular to the moderate-column- 
density gas structure to being parallel to the high-column-density 
one. For every FIL2 NIR and FIR dust polarization detection that 
met our SNR criteria, we extracted the corresponding magnetic 
field orientation (Bpos) and the Herschel-based H2 column density 
and converted the latter to visual extinction AV. Fixing the filament 
orientation XFIL to the 144° median value from Fig. 2, we computed 
its difference to each magnetic field orientation (XBpos ! XFIL

I
).  

The results are summarized in Fig. 3. The figure reveals the strong, 
systematic change in relative orientation between the magnetic field 
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Fig. 1 | The Serpens South cloud and its magnetic field. a, Three-colour overview map generated from data acquired with the Spitzer Multiband Imaging 
Photometer (MIPS) 24!μm (red), Infrared Array Camera (IRAC) 8 μm (blue) and IRAC 5.8!μm (green) sensors. The grey box shows the region mapped 
with HAWC+, magenta contours correspond to the H2 column densities from Herschel data16 at AV values of 15, 20, 30, 45, 70, 85, 110 and 150!mag, and 
the dashed white lines show the median RHT-traced filament orientations (see text). Orange ellipses delimit the regions containing MAINHUB, FIL1 and 
FIL2. White solid line of 1!pc shows a physical length scale of 3.26!light years. b, HAWC+ 214!μm intensity (colour scale) and polarimetry from NIR5 (grey 
vectors), and HAWC+ 214!μm data (blue vectors, this work) at PSNR!>!3 and PSNR!>!2, respectively, tracing the magnetic field orientations, corresponding 
to σPA!<!10(14)°. The blue circle in the bottom-left corner shows the HAWC+ 214!μm beam size. The reference percentage polarization length for HAWC+ 
is shown on the bottom right, while the lengths of the NIR vectors were set to be identical.
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In addition, we used a Herschel gas (H2) column density map 
derived by the Herschel Gould Belt Survey16. The map was based 
on Herschel 70 to 500 μm images17 at a resolution of 36″. We used 
the standard conversion factor18 between column density and visual 
extinction, NH2 ¼ 9:4 ´ 1020 cm"2

I
 (AV mag)−1.

Results
Figure 1 shows the Serpens South cloud, with NIR and HAWC+ 
magnetic field orientations overlaid as pseudo (headless) vectors. 
We partitioned the sky presentation of the cloud system into a hub 
(MAINHUB) that harbours the Serpens South star cluster and into 
three filaments (FIL1, FIL2 and FIL3) that appear to connect to the 
hub (Fig. 1). We delineated the extents of these filament regions 
using ellipses. The ellipses were chosen to maximize the number 
of significant polarization detections for each region but to have 
minimal overlap between adjacent ellipse regions (Methods). The 
FIL3 region was removed from the remaining analysis steps as it 
contained too few HAWC+ polarimetric detections.

The large-scale magnetic field orientation follows a generally 
northeast–southwest direction that is mostly perpendicular to 
the gas distribution within the MAINHUB region. The magnetic 
field orientations with respect to the gas distributions within FIL1 
and FIL2 are more complex. The large-scale magnetic field traced 
by NIR polarimetry is mostly perpendicular to the gas filaments. 
However, the magnetic field orientations seen on the smaller scales 
traced by the new FIR polarimetry do not appear to follow the same 
patterns seen on the larger, NIR-traced, scales.

We quantified the relation between cloud gas structures and mag-
netic fields by measuring the relative projected orientations between 
the filaments and the magnetic fields traced via polarimetry. We 
characterized the filament orientations using the Rolling Hough 
Transform (RHT19), an image processing tool that determines the ori-
entations of linear structures (Methods). We constructed histograms 

of RHT angles and magnetic field orientations within the MAINHUB, 
FIL1 and FIL2 regions. We also calculated median RHT angles and 
magnetic field orientations within each elliptical region. The uncer-
tainty on the median was calculated by dividing the standard devia-
tion of the observed orientations by (N–1)1/2, where N is the sample 
size, following Gaussian error propagation. The results are shown in 
Fig. 2. At the large spatial scales of the elliptical regions (0.1–0.5 pc), 
the NIR polarization orientations for FIL1 show a narrow distribu-
tion whose median value is 32 ± 2° offset from being parallel to the 
RHT-traced gas filament orientation. For FIL2, the median NIR field 
orientation is 73 ± 5° offset from the filament. For MAINHUB, the 
NIR field orientation is 95 ± 12° from the filament angle.

These offset angle values reveal that the NIR-traced magnetic 
field is perpendicular to the gas structures within the FIL2 and 
MAINHUB zones. At smaller spatial scales (<0.1 pc), however, the 
smoothed HAWC+ observations of the FIL2 region show magnetic 
field orientations closer to being parallel to the gas filament elon-
gation (medians offset by 22 ± 3°). For MAINHUB, the large-scale 
perpendicular relative orientation is preserved down to the smaller, 
FIR-traced scales (medians offset by 87 ± 1°). Different ellipse sizes 
were tried and found to yield consistent results.

FIL2, the FIR-brightest southern filament connecting to the  
central hub (Fig. 1), thus shows a distinct change in magnetic field 
orientation, from being perpendicular to the moderate-column- 
density gas structure to being parallel to the high-column-density 
one. For every FIL2 NIR and FIR dust polarization detection that 
met our SNR criteria, we extracted the corresponding magnetic 
field orientation (Bpos) and the Herschel-based H2 column density 
and converted the latter to visual extinction AV. Fixing the filament 
orientation XFIL to the 144° median value from Fig. 2, we computed 
its difference to each magnetic field orientation (XBpos ! XFIL

I
).  

The results are summarized in Fig. 3. The figure reveals the strong, 
systematic change in relative orientation between the magnetic field 
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Studying magnetic fields in the ISM with …

The example of  Serpens South. 

SOFIA revealed a transition of  magnetic field orientation toward the main filament. The 
magnetic field gets re-oriented toward the direction of  major anisotropic infall.

velocity structures and gradients

Pillai+2020
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21 mag. The AV range of the transition is shown by the grey zone in 
the figure. It is bounded by where the first quartiles of the low AV 
data points cross 45°, at 17 mag, and the where the third quartiles of 
the high AV data points similarly cross that line, at 29 mag.

We interpret this changing magnetic field orientation in the FIL2 
region as evidence for gravity dragging the denser gas, and entrain-
ing the frozen-in, large-scale magnetic field, to become a parallel 
flow of matter towards the MAINHUB region. In this interpreta-
tion, the FIL1, FIL2 and FIL3 region filaments act as accretion chan-
nels to funnel gas to the dense hub.

Numerical simulations predict that magnetic field orienta-
tions should follow such gravity-induced flows inside dense fila-
ments20–22. Magnetized accretion flows had been expected and have 
been observed on protostellar envelope and smaller disk size scales 
(≤500 au)23–26. Evidence for such accretion flows have been found 
in the smooth velocity gradients in N2H+ 1 → 0 in the FIL2 region 
filament27(see also Fernández-López et al.28). Field-parallel orien-
tations have been observed recently in a dense filament in Orion’s 
OMC1 region29 as well as in a distant, hub-filament infrared dark 
cloud30. The combined NIR and FIR polarimetric observations 
reported here show that filamentary accretion flows affect the local 
magnetic field orientation and thereby shape the magnetic field 
structure on filament size scales. A consistent picture emerges of 
a system of filaments merging into a hub via gas flows along, or 
entraining, magnetic field lines.

Field strengths. Magnetic field support of filaments of the FIL2 
region type must lose to gravitational collapse close to where the 
new change in orientation has been discovered, to explain the onset 
of star formation. The mass-to-magnetic-flux ratio, M/ΦB, reaches 
its critical value, ðM=ΦBÞcr

I
, and induces a filament to collapse and 

form stars, if ðM=ΦBÞ>ðM=ΦBÞcr
I

 (the magnetically supercritical 
condition). Following McKee and Ostriker31, and recast into typical 
physical units (for example, ref. 32)

ðM=ΦBÞ
ðM=ΦBÞcr

# 0:76
hNH2i

1023 cm$2

! "
Btot

1 mG

! "$1

: ð1Þ

For a transition at AV ≈ 21 mag, ðM=ΦBÞ=ðM=ΦBÞcr≥1
I

 is fulfilled if 
Btot ≤ 140 μG.

We adopted a spheroidal density distribution and assumed 
flux-freezing33,34 to obtain an estimate of the magnetic field strength 
for the MAINHUB region. These assumptions fully constrain the 
relative geometry of the density distribution and the magnetic field, 
but not their absolute scaling. We assumed that the dense core is 
magnetically supercritical within the AV ≈ 40 mag contour (column 
density ~4 × 1022 cm−2), where the central core becomes prominent 
relative to the surrounding material. This additional constrain fixes 
the distribution of density and magnetic field in absolute terms, 
resulting in a central magnetic field strength of ~870 μG and a 
central density of ρ0 = 6.3 × 105 cm−3 for the MAINHUB core in  
Serpens South.

This field strength estimate may be compared with values 
obtained from the empirical relation1, B ¼ B0ðnH2=10

4 cm#3Þ0:65
I

 
with B0 ≲ 150 μG, and nH2

I
 is the H2 particle density. For the FIL2 

region filament, we obtained a density estimate of 6.4 × 104 cm−3, 
appropriate for the transition at AV ≈ 21 mag, through dividing 
the Herschel column density values there by an approximate fila-
ment width35 of ~0.1 pc. Under these assumptions, the Crutcher 
relation suggests B ≲ 500 μG, consistent with the 140 μG value 
obtained assuming magnetic supercriticality for the filament. For 
the MAINHUB region, the Crutcher relation suggests B ≲ 2 mG at 
the modelled central density of 6.3 × 105 cm−3, while we estimated 
870 μG from flux-freezing.

That our estimates of B are consistent with those suggested by the 
Crutcher relation is remarkable, because our investigation probed 
(in particular in FIL2) gas that is less disturbed by star formation 
than the regions from which the Crutcher relation was derived (that 
is, traced by masers and CN emission connected to very active star 
formation), and thus potentially more representative of the initial 
conditions for star formation.

Effects of protostellar radiation on fractional polarization. While 
the mean magnetic field is well ordered along the northeast–south-
west direction, the FIR polarized fraction is not uniform in the 
MAINHUB region, where the greatest number of HAWC+ polar-
ization detections are present. A significant decrease in the polariza-
tion degree is evident in Fig. 1 towards the brightest emission peak 
in MAINHUB.

In Fig. 4, we show the debiased polarization fraction as a func-
tion of the FIR 214 μm total intensity (Stokes I) and the weighted 
least squares power-law fit to the data. We do not apply any 
signal-to-noise cut-offs for the fractional polarization. This is 
because polarization fraction is a positive quantity, and follows a 
Rice distribution and therefore would introduce a bias to high 
polarization values in regions with low PSNR36. We derive a best-fit 
power-law slope of b = −0.55 ± 0.03.

A relatively wide range in this slope has been recently reported, 
with b = −0.34 towards the externally illuminated Ophiuchus A 
region37, while starless cores such as Pipe 109/FeSt I-457 show38,39 
b ≈ −1. In well-illuminated regions of molecular clouds, dust grains 
align with their minor axes parallel to the local magnetic field direc-
tion. However, because radiation does not sufficiently penetrate 
the denser parts of clouds, the efficiency of the alignment with the 
local magnetic field may fall substantially (see review by Andersson 
et al.14). The observed slope of b ≈ −0.5 in Serpens South is thus 
intermediate between the two extreme cases: strong radiation 
inducing perfect dust grain alignment and weak radiation caus-
ing no alignment. The intermediate value for our slope suggests 
that while the efficiency of grain alignment decreases linearly with 
increasing optical depth, FIR polarimetry still probes the magnetic 
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Studying magnetic fields in the ISM with …
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through at the H band, appears to have an E–W orientation—
approximately parallel to the orientation of the CO outflow
(e.g., Fuller et al. 1995; Tafalla et al. 2000; Velusamy et al.
2014).

To determine whether our HAWC+ 154 μm polarization
results for L483 are due to emission or absorption, we calculate
the optical depth (τ) at different points in the cloud using our
fitted values for column density and temperature obtained from
the Herschel data (see Appendix A). At the central pixel, i.e.,
the flux peak, and at 23 9 resolution, we find a value of
τ154μm= 0.037 using the 160 μm data. This value of τ154μm
shows that the far-IR emission of L483 is optically thin, even at
the peak. Therefore, our HAWC+ polarization observations are
tracing the magnetic field morphology from emission, instead
of absorption, as we are seeing in the near-IR, H-band
observations. Zielinski et al. (2021) also found their HAWC
+ polarization data to be due to emission in the Bok
Globule B335.

Figure 2 shows the inferred magnetic field revealed by
SOFIA Band D observations, as well as the recorded dust
polarization percentages. The vectors shown have been rotated
by 90° since they are tracing polarized emission (e.g.,
Lazarian 2007; Andersson et al. 2015). This is shown
superimposed on the 154 μm total intensity. The peak intensity
at 154 μm is 262 mJy arcsec−2, and the contours show the
source shape starting at 3σ, where σ is the sensitivity of the
image, which is ∼1.9 mJy arcsec−2. We note that the use of
debiased vectors compared to non-debiased does not change
the morphology of the field nor the number of vectors detected,
and has only a minor effect on the polarization fraction of the
vectors (the polarization fractions for debiased vectors are
95%–97% of those for corresponding non-debiased vectors).
These observations show an E–W field orientation in the outer
regions of the core, and a ∼45° counterclockwise twist (relative
to the E–W field) toward the central source. This figure shows
that the inferred field in this compact region remains organized.

The right panel of Figure 2 shows the inferred magnetic field
using H-band data (magenta vectors), CSO/SHARP 350 μm
data (green; Chapman et al. 2013), and SOFIA 154 μm data
(orange vectors). The vectors are superimposed on a Spitzer
4.5 μm map of L483 (Velusamy et al. 2014). The H-band
vectors show a clear E–W magnetic field direction, which is
approximately parallel to the outflow seen in the Spitzer map
(see also CO outflow lobes in Figure 1). Since the H-band
polarimetry corresponds to stars behind the cloud, each H-band
vector is seen on top of an individual star. The 350 μm vectors
are also seen to have a mostly E–W direction. The 154 μm
magnetic field vectors are shown in orange in this figure to
compare with the larger field, which are at a significantly
different position angle. We discuss these three data sets,
including the overall E–W field direction and the counter-
clockwise twist, in Section 4.1. An important feature to note is
that while the 154 μm data show Nyquist sampled vectors (four
vectors per resolution element), the 350 μm data show one
vector per resolution element, which is how Chapman et al.
(2013) reported the data.

3.2. Total Intensity Results

We show our zero-point-corrected (zpc) PACS 160 μm map
of L483 in Figure 3. The peak intensity measured in this map is
429 mJy arcsec−2, and the source is elongated in the E–W
direction. This elongation is in the same direction as the
observed outflow (e.g., Tafalla et al. 2000; Velusamy et al.
2014). The 160 μm data do not show as much extended
emission of L483 as the SPIRE maps do (Sadavoy et al.
2018c). The PACS maps exhibit a surface brightness that is low
compared to that of the galaxy, suggesting the temperature of
L483 is cold and therefore should have less emission at
160 μm.
In Figure 4 we show the 0 09 resolution ALMA 1.3 mm

observations of L483. These observations reveal, for the first
time, that L483 is a binary system. The brighter, southern
source has a peak flux of ∼8 mJy beam−1, while the dimmer

Figure 2. Left: SOFIA Band D (154 μm) observations of L483. The 154 μm total intensity emission is shown in gray scale and contours. The black contours are
shown at 3σ, 5σ, 10σ, and 20σ, where σ = 1.9 mJy arcsec−2. Scaled magnetic field vectors in orange with the polarization percentage scale bar shown on the bottom
right. The inner vectors have a polarization 1%, while the two outer vectors are 7% and 20.4%. The resolution of the observations is ∼13 6 and is shown on the
bottom left. Right: a subset of the H-band vectors (magenta) shown on the Spitzer 4.5 μm background image. SHARP 350 μm (Chapman et al. 2013) vectors are
shown in green and HAWC+ 154 μm vectors are shown in orange. Note that the HAWC+ vectors are Nyquist sampled, while the SHARP vectors correspond to
independent beams. All vectors shown are inferred magnetic field orientation. Both panels show the location of the ALMA protostar as a yellow star.
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L483 Class 0 protostellar core
Large-scale (10 000 au): Starlight polarization
Intermediate-scale (5000 au): 350 microns SHARP
Small-scale (1000 au): 154 microns SOFIA

none of MIR 11–13 seem to have any impact on the wider
cloud’s evolution.

This extensive multiwavelength data, showing a relative
paucity of millimeter-wave point sources and almost-as-scarce
mid-IR (i.e., 8–18 μm) point sources, supports P18ʼs inference
that most of the plethora of near-IR (i.e., 1–5 μm) stars are
likely to be in the foreground of the BYF 73 cloud. That is,
while scores of stars within the T-ReCS field show embedded

near-IR colors (Andersen et al. 2017), most of these cannot be
deeply embedded, since P18 only directly detected eight of
them with T-ReCS, suggesting a lack of embedding envelopes.
Based on comparisons with their near-IR visibility, T-ReCS
would likely only have detected two more sources outside the
observed mosaic, MIR 9 and 10, at P18ʼs sensitivity level.
Even among these 10 mid-IR bright sources, only MIR 2 is

detectable at all in the 3 mm continuum; specifically, even the

Figure 2. (Top) ALMA 13-pointing mosaic of 3 mm continuum emission from BYF 73, in a 3.5 GHz-wide band centered at an effective frequency of 102.1346 GHz.
The contrast is enhanced to bring out the fainter structures, in particular the east–west Streamer, as indicated by the color bar to the right. The point sources MIR 2 and
11 (see Figure 3) peak at 21 and 7 mJy beam−1, respectively. The synthesized beam (2 93 × 2 74 @ –38°. 0) is shown in the bottom-left corner, and the noise
σrms = 0.13 mJy beam−1 where the primary beam correction is small, away from the map edge, which is at a primary beam cutoff of 0.2. This gives a peak S/N of
170. For reference, magenta contours are overlaid from the HAWC+ 154 μm Stokes I data, at levels 0.44(0.10)0.84, 1.5, 3, 5, and 9 Jy pixel−1 (as in Figure 3).
(Bottom) Zoom in to all detectable 3 mm continuum polarized emission within a deeper, single ALMA pointing of BYF 73ʼs central structures, framed by the yellow
box in the top panel. The image is the debiased polarized flux on the color scale to the right, peaking at 0.55 mJy beam−1 for MIR 2 (S/N = 24,
σrms = 23 μJy beam−1). The debiased percent polarization vectors are overlaid in magenta, rotated by 90° to show the B field orientation at every second pixel in l and
b (as in Figure 1). Away from MIR 2, most vectors shown have S/N > 5 with typical noise σ rms = 4% in amplitude and 5° in angle. The gray contours here (at 0.2,
0.6, 1.1, 1.6, 2.5, 5, and 10 mJy beam−1) show the ALMA Stokes I from the mosaic in the top panel. The single-field I map has noise σ rms = 85 μJy beam−1 for a
peak S/N = 240 at MIR 2, slightly deeper than the mosaic. The noisy polarization features near the north–south ionization front west of MIR 2 are probably real, but
are not accurately calibrated outside the roughly one-third FWHM primary beam limit (20″, large yellow circle) of ALMA’s polarization mode in Cycle 7. The
synthesized beam (2 61 × 2 52 @ 21°. 0) is shown in the top-left corner with a 30% polarization scale bar.
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Zeeman effect in the hyperfine structure of CN (e.g.,
Hakobian & Crutcher 2011). Mosaicking with ALMA was
not available for polarization modes in Cycle 7.

Standard reduction pipelines were applied to the data,
including bandpass, complex gain, flux, and polarization
calibration on nearby quasars; images were formed by a joint

Figure 1. (Top) SOFIA HAWC+ band D (154 μm) total intensity (Stokes I) image of BYF 73 on a logarithmic scale, overlaid by white contours as labeled. (In all
figures, we use the notation x(y)z for contours running from level x in steps of y to level z.) All HAWC+ band D images have 2 75 pixels, or 0.2× the 13 6 beam. At
every second pixel (0.4 beam) satisfying the indicated selection criteria, we also display black “vectors” showing the measured polarization percentage ( ¢p ) and
position angle (with the usual ±π degeneracy) of the plane-of-sky B field component (i.e., rotated 90° from the observed polarization direction). The peak I intensity is
17.58 Jy pixel−1 with a typical rms error in the interior of the image 2–3 mJy pixel−1, rising to 4–6 mJy pixel−1 around the image boundary due to the dither pattern of
the observations; the peak signal-to-noise ratio (S/N) in the I image is >5000. Inside the I = 0.5 Jy pixel−1 contour, nearly all ¢p  vectors have S/N ranging from ∼5
to >30; for 0.25 < I < 0.5 Jy pixel−1, displayed vectors have S/N ∼ 2–6. (Bottom) Same as the top panel except with the HAWC+ band D debiased polarized flux
¢P  image on a linear scale; the peak is 189 mJy pixel−1, with a typical error 4–5 mJy pixel−1 and S/N behavior as for the ¢p  vectors.
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HAWC+ and ALMA polarization observations of the 
BYF 73 high-mass star forming dense core

HAWC+ Stokes I 
(colorscale) 
+ B-field vectors

ALMA Stokes I 
(contours) 
+ ALMA polarized 
intensity (colorscale) 
+ B-field vectors
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Evolution of the magnetic field morphology with 
scale in the protostellar binary system L483



Studying magnetic fields in the ISM with …
the polarization fraction and polarization  dispersion angle 
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Ø The 3D magnetic field structure governs the 
correlation between S and Pfrac
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Fig. E.1. Sketch of the phenomenological model of the dust po-
larized emission. The observer is represented by the central star,
and the polarized emission is assumed to arise from a small num-
ber of layers (here N = 3) in which the total magnetic field
B = B0 + Bt is the sum of a uniform field B0 and an isotropic
turbulent field Bt that is taken, in each layer, as a di↵erent real-
ization of a Gaussian random field in three dimensions.

polarization angle is � i = ��i, and so by inserting Eqs. (E.12)
and (E.13) for the fluctuations of the angles we obtain

�Qi = �
2 fm(�)
cos�i

h
Qi gx tan�i + Ui

⇣
gy cos �i � gz sin �i

⌘i
, (E.18)

�Ui = �
2 fm(�)
cos�i

h
Ui gx tan�i � Qi

⇣
gy cos �i � gz sin �i

⌘i
. (E.19)

These expressions will be helpful in determining the fluctuations
of the Stokes parameters over which to average when computing
the polarization angle dispersion function in the next section.

E.5. Polarization angle dispersion function

The polarization angle dispersion function S is computed for
a central pixel c, and consists of an average over the n pixels,
indexed by j (with 1 6 j 6 n), in an annulus of mean radius � =
||�|| and width � around the central pixel, as defined in Eq. (4).
This can also be written in terms of the Stokes parameters Q
and U at the central pixel, and Q( j) and U( j) at a pixel j in the
annulus (Planck Collaboration Int. XIX 2015):

S(�) =

vut
1
n

nX

j=1

"
1
2

arctan
Q( j) U � U( j) Q
Q Q( j) + U U( j)

#2
. (E.20)

Because we are interested in the average behaviour of S, we will
ultimately consider the mean of this expression over the position
of the central pixel as well.

The distribution function of S (Fig. 7) shows that most pix-
els have a small dispersion of polarization angles, S . 10�. For
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Fig. E.2. Reference frame for our problem. � 2 [�⇡/2, ⇡/2] is
the inclination angle of the magnetic field vector B with respect
to the plane of the sky (yz), and � 2 [0, 2⇡] is the angle, counted
positively clockwise from the North, between the z axis and the
projection of the magnetic field vector onto the plane of the sky.
The polarization direction is also in the plane of the sky and
perpendicular to that projection, making with the z axis an angle
 = �� ⇡/2 [⇡] 2 [�⇡/2, ⇡/2]. All constructions except B and �
are in the plane of the sky.

these values, it is safe to approximate the arctangent by its argu-
ment, so that we may write

4S2(�) =
*"

Q( j)U � U( j) Q
Q Q( j) + U U( j)

#2+

j
. (E.21)

The Stokes parameters at pixels c and j can be written as
sums over the N layers. More precisely, for the central pixel we
have, by definition,

Q =
NX

i=1

Qi, (E.22)

U =
NX

i=1

Ui, (E.23)

while for the displaced pixel j we can write

Q( j) =
NX

i=1

⇥
Qi + �Qi( j)

⇤
= Q + �Q( j) , (E.24)

U( j) =
NX

i=1

⇥
Ui + �Ui( j)

⇤
= U + �U( j), (E.25)

exhibiting the fluctuations of the Stokes parameters given in
Eqs. (E.18) and (E.19). We use this decomposition to write the
numerator and denominator that appear in the squared quantity
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Appendix A: Planck analytical model

Planck Collaboration XII (2020) developed an analytical model
able to reproduce the phenomenological properties of polarized
dust emission. They assumed the total emission arises from a
small number N of independent layers, each of them emitting
a fraction 1/N of the total intensity. The magnetic field was
described as the sum of a uniform and an isotropic turbulent
component. This model is based on a few essential parameters,
including the maximum polarization fraction Pfrac,max (which
will tell us about the intrinsic capability of the grains to align
themselves with respect to the magnetic field), the ratio of the
standard deviation of the turbulent magnetic field to the magni-
tude of the ordered field fm, and the spectral index ↵M of this
turbulent component. At a given location, the analytical rela-
tionship between the dispersion of polarization angles S and the
polarization fraction Pfrac was found to be the following:

S2(�)=
f

2
m(�)
3N

P2
frac,max

P2
frac

A , (A.1)

with

A=
NX

i= 1

⇣
sin2 2��i sin2 �i + cos2 2��i cos2 �i

⌘
, (A.2)

where � is the polarization position angle, ��i = � � �i, � is the
lag (as introduced in Sect. 3.1, the lag describes the surface over
which the dispersion S is derived, and thus corresponds to the
characteristic length scale at which we quantify the disorgani-
zation of polarization position angles), and �i is the inclination
angle of the magnetic field

�!
Bi in a given layer i with respect to

the plane of the sky. The value of A is approximated as follows:

hAiPfrac ⇠ 1/
p

2 , (A.3)

such that we obtain:

hS (�)iPfrac ⇡
fm(�)p

6N

Pfrac,max

Pfrac
, (A.4)

where the factor fm(�) represents the typical relative fluctuation
of the magnetic field at the scales corresponding to the annulus
between �/2 and 3�/2. This factor was defined as follows:

fm(�)=
�Bi

(�)
Bi

, (A.5)

where �Bi
(�) is the fluctuation of the magnetic field

�!
Bi. This

function was modeled as follows:

fm(�)= 0.164 fM

✓ !
1600
◆�1�↵M/2

, (A.6)

where ! is the full width half maximum of the spatial resolu-
tion of the observations. The parameter values used in Planck
Collaboration XII (2020) are: ↵M =�2.36, fM = 0.9, N = 7, and
Pfrac,max = 0.26. Using these values yielded the following analyt-
ical relation:

hS (�)iPfrac =
0.339
Pfrac

✓ !
1600
◆0.18
. (A.7)

In the plots where we relate S and Pfrac, we plot this relation in
red, using the analytical coefficient of 0.339. The Planck team
found a coefficient of 0.31 from their observations.

When considering the results of the Planck team, this ana-
lytical model yields a dispersion of polarization angles S that is
proportional to Pfrac

�1. However, for our study, the specific case
of N = 1 is relevant. This gives:

S2(�)=
f

2
m(�)
3

P2
frac,max

P2
frac

cos2 �. (A.8)

In this specific case:

Pfrac =Pfrac,max cos2 � , (A.9)

and thus we obtain:

S(�)= fm(�)

s
Pfrac,max

3Pfrac
. (A.10)

Consequently, in the specific case of N = 1, S is proportional to
Pfrac

�1/2 in the analytical model.

Appendix B: ALMA cores

In Table B.1 we list the details and the coordinates of each source
in our sample. In Table B.2 we present the outflow properties of
each source. In Fig. B.2 we present the maps of Stokes I, polar-
ized intensity P, and polarization angle dispersion S , for all of
the ALMA observations. The white dotted lines show the sepa-
ration between the outflow cavities and the envelope emission
not associated with the outflow cavities. We characterize this
separation in Fig. B.1, where e and c denote the thickness of
the equatorial planes (separating the two lobes of the outflow)
and the outflow cavity walls, respectively, as fit by eye using
the polarized intensity maps. The outflow position angles and
opening angles are taken from the literature.

Figure B.3 shows the S vs. Pfrac correlations for all the
datasets.

Fig. B.1. Scheme of the separation we have performed in our polarized
intensity maps. The red and yellow areas are defined as the outflow cav-
ity and the envelope emission not associated with the outflow cavities,
respectively.
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Figure 9. Left: Fractional polarization vs. angle dispersion for OMC-1 at 89 µm, using ✓S = 3000. In addition to the
|psys � p| > 2% cut, points have been limited to p � 0.2% and S � 1�. Points within the FWHM of the BN/KL I peak are
highlighted (square ”core” symbols); the polarization toward those lines of sight tends to fall below the trend. Right: Fractional
polarization vs. total intensity for OMC-1 at 89 µm, now with p corrected for the angle dispersion trend by dividing each point
by the local value of (S/12.5�)�.90. Again, the points at high intensity corresponding to the BN/KL core tend to fall below the
trend.

Wavelength ✓S Best-Fit Trend

(µm) (arcsec)

53 30 p ⇡ 2.6%(I/4.1⇥ 105MJy/sr)�0.04(S/14.2�)�0.86

89 30 p ⇡ 2.6%(I/2.4⇥ 105MJy/sr)�0.09(S/12.5�)�0.90

154 30 p ⇡ 1.9%(I/1.0⇥ 105MJy/sr)�0.19(S/12.5�)�0.84

214 30 p ⇡ 2.3%(I/0.42⇥ 105MJy/sr)�0.21(S/8.6�)�0.70

Table 3. Fits to OMC-1 polarization trends.

is virtually no further dependence on I for OMC-1; fits range from p / I
0.0 to I

�0.2 among the bands and are not
clearly distinguished from no I dependence. On the other hand, Fissel et al. (2016) found an I

�0.45 dependence in
their BLASTPol observations of Vela C (along with S

�0.60) with loss of grain alignment in denser regions o↵ered as
a possible explanation. In OMC-1, we do not see evidence for poorer grain alignment in dense regions up to column
densities of NH ⇡ 1023cm�2, as further demonstrated qualitatively by Figure 5. To first approximation, the observed
distribution of fractional polarization can be explained by the magnetic field structure of the cloud. OMC-1 has a
stronger radiation field from its embedded stars than does Vela C, which in the context of radiative alignment torques
(B-RAT, in this case) (Lazarian & Hoang 2007) could explain the di↵erence between our results and those of Fissel
et al. (2016). To make a rough estimate of the di↵erence in intensity of the radiation field, we use the dust temperature,
which has a median value of 36 K for OMC-1 (Section 3.1) and median value of ⇠15 K for Vela C (Hill et al. 2011).
This corresponds to a ratio of (36/15)4 ⇡ 30 in intensities.
Especially at 53 and 89 µm, the fractional polarization toward the BN/KL core falls below the trend with I and

S (Figures 8 and 9). Schleuning (1998) argued that low 100 µm polarization toward BN/KL is due to optical depth
⇡ 0.6. The suppression of polarization due to optical depth should be greater at shorter wavelengths, and in fact
the HAWC+ data show a monotonic trend of fractional polarization decreasing with decreasing wavelength. In a 3000

diameter aperture centered on BN/KL (matching Schleuning 1998), the fractional polarization is 0.44%, 0.71%, 1.10%,
and 1.47 % at 53, 89, 154, and 214 µm, respectively. Further supporting the hypothesis of optical depth significantly
influencing the fractional polarization is the spectral energy distribution of BN/KL (Section 3.1). The calculated
53 µm optical depth toward BN/KL, at 18.700 resolution, is 0.8; this optical depth reduces the emergent fractional
polarization by a factor of ⇠ 1.5 at 53 µm and less at longer wavelengths (Dowell 1997), which does not fully explain
the trend. However, we note that there is clear wavelength-dependent polarization angle structure within the 3000

(Figures 4 and 5) which could also play a role in the variation of polarization fraction.

HAWC+ data of the Orion-KL region, Chuss+2019



Studying magnetic fields in the ISM with …
the polarization fraction and polarization  dispersion angle 

The 3D magnetic field structure govern the correlation between S and Pfrac

On the other hand, Equation (8) can be linearized to solve for
the calibration constant a,

+ = - - 
B
B

a nln 1 ln ln . 9LOS

POS

2⎡
⎣
⎢⎢
⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥ ( )

In this form, the intercept (- aln ) sets the calibration for the
power-law relationship. To estimate this, a set of Zeeman
measurements is utilized as a transfer standard. To determine
(- aln ), the value of n is fixed to that found above, and thus
Equation (8) is fit for the intercept only using the Zeeman
values for BLOS, and the corresponding BPOS and ln from the
analysis above for each point for which a Zeeman measurement
exists (see Figure 8, left panel, for a graphical depiction of
these locations) can be utilized. Figure 8 (right) shows the fit
for the intercept. The uncertainties in the ordinate variable are
obtained from those of BLOS and BPOS, properly propagated
(the uncertainty in BPOS is assumed to be 50% of its value).
These uncertainties are then inflated to force the χ2 value of the
fit to unity. Values of n, a, and c for all four HAWC+
wavelengths are summarized in Table 1.

Although the H I Zeeman measurements are not necessarily
colocated with the dust grains along the LOS, they are still a
potentially good indicator of the LOS field strength if the field
does not significantly vary along the LOS. Including these data
points along with the CN measurements does not have a

significant effect on the values of a resulting from the fits.
However, the inclusion of H I data points improves the
uncertainty of a by making the posterior distributions narrower.
Values of n are negative and range from ∼−0.7 to −0.3, in

agreement with Hensley et al. (2019). However, no clear trend
is observed with the FIR wavelength. Values of the coefficient
a, on the other hand, seem to roughly increase with wavelength
from 1.34 at 214 μm to 2.77 at 53 μm.
The maps of  shown in Figure 4 are used to obtain

estimates of BLOS across the field of view of OMC-1. The
resulting maps are displayed in Figure 9, utilizing Equation (8)
along with the values in Table 1. As previously mentioned,
values of BLOS can only be estimated for values of dispersion
> c; therefore, for locations with values of < c the BLOS

value is set to zero, and the total field is taken to be BPOS.
Strong LOS magnetic fields (1000 μG) appear near the BN/
KL object, where the dispersion  and/or mass density ρ are
observed to be large. On the other hand, in the OMC-1 bar,
although the dispersion  is observed to be large, the density is
low, resulting in low values of the LOS magnetic field.
This approach to calculating BLOS, although promising, is in

an early stage of development. The use of  as a proxy for the
inclination angle of the field depends on other factors that
contribute to  being subdominant. As mentioned in
Section 3.4, other physical quantities that can affect  include
variations in grain alignment efficiency and variation of
magnetic field structure within the volume of the beam through
the cloud. Chuss et al. (2019) found that the inverse relation
between p and I did not require loss of grain alignment
efficiency in dense regions of OMC-1. In addition, from our
DCF fit parameters, it is found that the turbulence scale is
resolved over most of the cloud. Therefore, it may be
reasonable to assume that, at least in OMC-1, the dispersion
is dominated by the geometry of the magnetic field. However,
future studies of additional clouds along with numerical models
will be required to understand this in sufficient detail to
quantify the uncertainties of this technique. Additionally, more
precise Zeeman measurements would strengthen the calibration
of the technique.

Figure 8. Left: scatter plot of polarized flux P divided by the column density (H2) as a function of the dispersion  for HAWC+ 214 μm data. The red line
corresponds to the best-fit linear model, while gray lines correspond to different realizations of the MCMC solver and provide the uncertainty for the best-fit model.
Right: LOS field values from Zeeman CN and H I measurements are used to plot +B Bln 1LOS POS

2[( ) ] as a function of  and modeled according to Equation (9). In
this plot only the intercept is fitted using the Zeeman measurements; the slope for the model from the fit on the left (P/N(H2) vs.  ) is used for the slope for the model
in the right panel. As in Figure 7, CN Zeeman measurements are plotted with circles, while the squares correspond to H I Zeeman measurements.

Table 1
Parameters of Linear Fit Performed to Find Values of Coefficient a According

to Equation (9) for All Four HAWC+ Bands

Wavelength (μm) n a c (deg)

53 - -
+0.68 0.01

0.01
-
+2.77 0.61

0.68 4.47
89 - -

+0.34 0.05
0.01

-
+1.42 0.12

0.14 2.80
154 - -

+0.52 0.01
0.01

-
+1.39 0.32

0.39 1.88
214 - -

+0.41 0.02
0.01

-
+1.34 0.13

0.14 2.04

Note. Values of n and a correspond to the exponent and coefficient that
characterize the power law of Equation (6) and that are necessary for
calculating values of BLOS. The parameter c is the minimum dispersion value
for which the magnetic field has a negligible component in the LOS direction.
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Comparing  BLOS (Zeeman detections) / BPOS (ADF with 
HAWC+ data) versus S, in Orion-KL (Guerra+2021)

The Pfrac – S correlation is also sensitive to the orientation of  the magnetic field with 
respect to the line-of-sight.

Slope of the Pfrac – S correlation 

Angle of the mean B-field with the LOS
L

o
g
〈

S
〉

Evolution of  the Pfrac – S correlation with the orientation 
of  the mean B-field with the LOS in MHD simulations 
(Sullivan+2021)



Studying magnetic fields in the ISM with …
the velocity gradients method

González-Casanova & Lazarian (2017)

For further explanations see Yen & Lazarian 2017, 
Lazarian & Yuen 2018, Hu+2018, Hu+2021

Method: - Building PPV datacube
- building raw gradient map
- ``integrating’’ along the LOS

Dust emitting environment and the 
environment traced by the gas specie 
(and transition must coincide)

VGs departing from being 
perpendicular to B-field lines can 
indicates gravitational collapse

3.3. Magnetic Fields versus Gravity

An important factor indicating the influence of the B-field is
the mass-to-flux ratio. We adopt the ratio as in Crutcher et al.
(2004) as

l = ´ - N
B

7.6 10
H

, 421 2

tot

( ) ( )

where = +B B Btot POS
2

LOS
2 in μG is the total B-field strength

in 3D, which is missing in this work because we do not have
the LOS component of the field, and NH2 in cm−2 is the gas
column density. Statistically, Btot could be approximated as

p ´ B4 POS (Crutcher et al. 2004). Using the measured
Zeeman LOS component of the field, Guerra et al. (2021)
showed that Btot; BPOS in the specific case of Orion Molecular
Cloud (OMC-1; see their Equation (11)). Lacking information
on the LOS component, we simply adopt Btot= BPOS with the
same caveat as many other studies (e.g., Soam et al. 2018b;
Eswaraiah et al. 2021; Hoang et al. 2021b; Ngoc et al. 2021).
The gas column density is derived by a modified blackbody
fitting from Herschel data at 100, 160, 250, 350, and 500 μm
(Meixner et al. 2013) as in Paper I. The cloud is called
supercitical for λ> 1, in which the B-field is insufficient to
provide support against the gravitational potential. Otherwise,
the cloud is called subcritical for λ< 1 in which the B-field
prevents the cloud from collapsing.

Figure 11 (left panels) shows the maps of the mass-to-flux
ratio for all three bands (from top to bottom) overlaid with the
field lines using [C II]. The similar maps estimated by CO are

shown in Figure 16, (right panels.). Generally, the cloud is
subcritical (λ< 1) for most of the region, except at the peak
intensity in both the north and south (λ� 1), and the regions
where λ∼ 1 spreads larger in area at longer wavelengths. Since
λ∼ N(H2), and ~B N Hpos 2( ) , the gas density is the main
uncertainty factor, which is discussed in Section 4.5. Our
derivation of N(H2) agrees quite well with the one from
photodissociation region (PDR) models (Chevance et al. 2020).
As the maximum of gas column density is about 1022 cm−2, a
hundred μG B-field can make λ< 1 (see Equation (4)).

3.4. Magnetic Fields versus Turbulence

The interplay between the B-field and turbulence can be
defined through the Alfvénic Mach number. Because the DCF

Figure 8. Same as Figure 7 but overlaid with the protostars adopted from Indebetouw et al. (2009). Interestingly, the protostars likely locate at the regions where
VGTs misalign with B-fields (i.e., VGs are parallel to the field lines).

Table 3
Mean Values of b 1¯ in Both North and South Regions Indicates That the

Turbulence in 30 Dor Is Likely the Compressive Driven

Turbulent Driving Force

Band Tgas¯ A¯ sv¯ σ b̄

North Region

C 31.68 0.41 8.46 0.608 1.15
D 31.68 0.46 8.46 0.608 1.03
E 31.68 0.61 8.46 0.608 0.78

South Region

C 30.68 0.56 7.60 0.535 0.73
D 30.68 0.52 7.60 0.535 0.78
E 30.68 0.62 7.60 0.535 0.66
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The example of  30 Dor in the LMC, HAWC+ data 
(polarization), APEX (CO) and GREAT (CII). Tram+2023



Studying magnetic fields in the ISM with …
the KTH method

Koch+2012

The Astrophysical Journal, 775:77 (26pp), 2013 September 20 Koch, Tang, & Ho

ambipolar diffusion scale (Hezareh et al. 2011; Li & Houde
2008), and the polarization–intensity gradient method leading to
a position-dependent estimate of the magnetic field strength
(Koch et al. 2012a, 2012b). Finally, observing polarized syn-
chrotron emission from relativistic electrons has the potential
to map morphology and field strength in outflows and jets
(Carrasco-González et al. 2010). This technique can, thus, ide-
ally complement other magnetic field observations that are lim-
ited to core regions.

Dust polarization observations are probably providing the
largest data sets thus far to study the role of the magnetic
field in star formation regions. In particular, these observations
typically show a fairly large coverage, with polarized emission
found throughout a significant area overlapping with Stokes
I emission. Consequently, dust polarization maps are ideal to
investigate systematic magnetic field features. Nevertheless,
assessing the role of the magnetic field from such observations
remains challenging. When interpreting the data, one is often left
with either relying on theoretical concepts or comparing the data
with numerical simulations (e.g., Padovani et al. 2012). In this
work we aim at filling this gap. We propose a phenomenological
approach. Based on systematically observed features we aim
to provide guidelines for an interpretation of the role of the
magnetic field. A particular emphasis is given to the relative
importance of magnetic field versus gravity. To that purpose,
the relation between the magnetic field and emission gradient
orientation (the angle δ)—originally pointed out in Koch et al.
(2012a)—is studied here on a broader sample with a further
expanded complementary analysis. We note that during the
revision of this work, first numerical simulations analyzing the
relative orientations of magnetic fields with respect to density
structures were presented in Soler et al. (2013). Their results
indicate that both density and the level of magnetization leave
their imprints on the distributions of relative orientations.

This present work has benefited from a growing number
of polarization observations over the past years. In particular,
the high-resolution (sub)arcsecond observations by the SMA
(Tang et al. 2009a, 2009b, 2010, 2013; Chen et al. 2012;
Girart et al. 2006, 2009, 2013; Alves et al. 2010; Rao et al.
2009) were pioneering insights, methods, and interpretation
of the magnetic field that we are now also able to apply to
earlier lower-resolution observations by other instruments. The
proposed interpretation here is, thus, generally applicable to dust
polarization observations. This study is part of the program on
the SMA5 (Ho et al. 2004) to investigate the structure of the
magnetic field from large to small scales.

The paper is organized as follows. In Section 2 we present
observational results of the angle δ from two different instru-
ments, from ∼20′′ to subarcsecond resolutions. We, addition-
ally, provide an interpretation of the angle δ by manipulating the
magnetohydrodynamics (MHD) force equation. Supplementary
material putting this in a context with our previous work is given
in Appendix A. A brief summary and comparison of the rele-
vant magnetic field quantities from our previous and current
study follows in Section 3. Section 4 establishes the angle δ as
an approximation and reliable tracer for the changing role of
the magnetic field over an observed map. Appendix B contains
maps of a large sample in support of this finding. As a conse-
quence, in Section 5 we propose a schematic scenario where

5 The Submillimeter Array is a joint project between the Smithsonian
Astrophysical Observatory and the Academia Sinica Institute of Astronomy
and Astrophysics, and is funded by the Smithsonian Institution and the
Academia Sinica.
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Figure 1. Angle δ between magnetic field orientation (red solid line) and
intensity gradient orientation (blue solid line). The magnetic field tension force
is directed normal to the field line along the unit vector nB which is collinear
to the originally detected dust polarization orientation (red dashed line). The
unit vector nρ ≡ (∇ρ/|∇ρ|) is normal to the emission intensity contour (black
solid line) which leads to nB · nρ = cos α = sin δ with δ + α = π/2. The unit
vector tρ is tangential to the emission contour, forming an orthonormal system
together with nρ . The deviation between intensity gradient and gravity and/or
pressure gradient orientations (black dashed line) is indicated with the angle ψ .
(A color version of this figure is available in the online journal.)

the magnetic field significance evolves and is revealed through
distinct changes and features in the angle δ. Conclusion and
summary are given in Section 6.

2. INTENSITY GRADIENT AND MAGNETIC FIELD
ORIENTATIONS: THE ANGLE δ

Projected magnetic field orientations (rotated by 90◦ with
respect to detected dust polarization orientations) form an
angle δ with their Stokes I dust intensity gradient orientations
(Figure 1). Observationally, this angle δ is straightforward to
determine. Based on our recent results that point toward a
connection in these orientations (Koch et al. 2012a, 2012b),
we further investigate this finding here on a larger and diverse
data set. The data analyzed in Section 2.1 and Appendix B with
their systematic patterns in the angle δ suggest a direct physical
meaning of this angle. A first intuitive interpretation of δ was
attempted in the context of the polarization–intensity gradient
method (Koch et al. 2012a). In this new method it was assumed
that the emission intensity gradient is a measure for the result of
all the forces acting in a molecular cloud. In Section 2.2 we will
proceed to explain the angle δ in the framework of ideal MHD.
Appendix A discusses in detail how this interpretation is linked
to the approach in Koch et al. (2012a).

2.1. The Angle δ from Observations

We present results for the angle δ, derived from both single
dish and interferometric observations. In a first section we
investigate features in δ in four sources where the magnetic field
is probed at different physical scales. As we will argue later in
Sections 4 and 5, we consider these sources as representative
of different evolutionary stages in the star formation process,
where the role of the magnetic field can be assessed by analyzing
the angle δ. In support of this argument, an additional set of
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together with an observed map. Equivalently, all unity vectors
can be expressed in any regular coordinate system (e.g., spher-
ical coordinates r, θ , φ) should this be of advantage. The unity
vectors esv

, esP
, esφ

, esB
can be interpreted as volume-averaged

directions, where the size of a volume element will depend
on the resolution of an observation. In the above derivation
we have neglected the partial time derivative, ∂/∂t , assuming
stationarity.

Equation (3) describes the basic interaction of forces and
the resulting motion. Linking some of these terms (in direction
and strength) with observations will then allow us to solve for
others. Our goal is to isolate the magnetic field strength B in
the term (1/4π )B2(1/R)n. Therefore, the remaining terms in
Equation (3) need to be identified and characterized. Dust in star
formation sites is reacting to all the force terms in Equation (3).
Maps of observed dust emission are reflecting the overall result
of gravity, pressure, and magnetic field. Consequently, they
represent a measure of the resulting motion, the left-hand side
in Equation (3). We make the fundamental assumption that a
change in emission intensity is the result of the transport of
matter driven by the combination of the above-mentioned forces.
Adopting this, it then follows that the gradient in emission
intensity defines the resulting direction of motion on the left-
hand side in Equation (3). For the directions of the gradients of
the pressure and the gravitational potential we assume here, for
simplicity, a spherically symmetrical molecular cloud, where the
center can be identified from the peak emission. This assumption
is relaxed in Section 4, where the method is generalized to an
arbitrary cloud shape.

It is important to remark that the derivation so far is generally
valid for three dimensions. Projection effects in both the
integrated Stokes I and the polarized emission inevitably are
present in an observation. In the following, we first proceed
by identifying Equation (3) with an observed map in two
dimensions. Projection effects are later addressed in Section 6.2.
Figure 3 illustrates the further steps. The derivation of B is
shown for a measured polarization (red) and intensity gradient
direction (blue) in the first quadrant (with respect to the gravity
center which here is supposed to coincide with the emission
peak). For each measured pair of polarization and intensity
gradient, its distance and direction from the gravity center
defines the gravitational pull, ρ(∂φ/∂sφ)esφ

. Generally, gravity,
magnetic field, and the intensity gradient directions are different.
The schematic in Figure 3 illustrates how the vector sum
of the various terms in Equation (3) is constructed. Solving
for the magnetic field term then relies on measurable angles in
the orientations between polarization and the intensity gradient
(α) and the difference between the gravity and the intensity
gradient directions (ψ). Applying a sinus theorem to the closed
triangle, (∇P + ρ∇φ)/sin α = (1/4π )B2(1/R)/sin ψ , leads to
the expression for the magnetic field strength:

B =
√

sin ψ

sin α
(∇P + ρ∇φ) 4πR, (4)

where, in the most general case, all variables are functions of
positions in a map.

We note that—although illustrated for a simple, close to
spherically symmetric case in Figure 3 with ∇P and ρ∇φ
aligned and pointing toward the same center—Equation (4) is
generally valid for any directions of ∇P and ρ∇φ. Thus, the
above derivation is not restricted to a spherical collapsing core,
but can be applied to any configuration where the various local
force directions can be identified (see also Sections 4 and 6.1).
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Figure 3. Illustration of the Equation (4) with the relevant angles in order to
solve for the magnetic field strength B. A pair of magnetic field (red solid
line) and emission intensity gradient segments (blue solid line) are shown at a
location (∆x, ∆y) with respect to a common reference center. The originally
measured polarization orientation (rotated by 90◦ with respect to the field
orientation) is indicated as a red dashed line. Position angles are measured
counterclockwise with respect to the north (N). δ ! π/2 measures the angle
in between the intensity gradient and the field orientation. α is its complement
to π/2. (∇P + ρ∇φ) are assumed to be known in direction and strength. For
simplicity, as suggested from Figure 1 for the case of W51 e2, the emission peak
is assumed as the gravity center, and thus defines direction and strength. Here,
it also serves as the reference center. ψ denotes the deviation of the intensity
gradient from the direction of (∇P +ρ∇φ). The corresponding deviation for the
magnetic field is measured with the angle ω. The force triangle—(∇P + ρ∇φ)
pointing toward the gravitating center, the resulting intensity gradient orientation
(left-hand side in Equation (3)) and the direction of the restoring magnetic field
tension (normal to the field segment)—can then be closed by intercepting the
red dotted and black dotted lines, where the former one is shifted parallel to the
red dashed line.
(A color version of this figure is available in the online journal.)

3.2.2. Local Field Significance

As an important further outcome of the method, the angle
factor sin ψ/sin α in Equation (4) has a direct physical meaning.
With the magnetic field tension force term FB = B2/(4πR) and
the gravitational and pressure forces |FG + FP | = |ρ∇φ + ∇P |,

5

Assumptions: - negligible viscosity
- infinite conductivity (ideal MHD)
- isotropic magnetic field pressure
- small turbulent-to-ordered field strength ratio
- small variation of  B-field strength
- stationarity
- Stokes I gradient = direction of  motions 

Then, the local B-field strength can be expressed with:

(valid in strong field case --- negligible turbulence)

Gravitational potential φ 

Koch+2013

Method to be investigated in SOFIA data ! (see examples in Koch+2018, Liu+2020, Añez-López+2020 )

ω
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Study interstellar dust characteristics and grain alignment with …
grain alignment models

What grain alignment mechanisms?

Ø B-RATs : alignment of  grains with the magnetic field via Radiative Alignment Torques (RATs)

Linear polarization orthogonal to 
the apparent magnetic field lines

Anisotropic 
radiation field 
interacting with 
dust grains

Magnetic field lines

FIR to (sub)millimeter 
dust thermal emission

Larmor precession: dust grains 
precess around magnetic field lines

Dust characteristics influencing RAT’s efficiency:

• Size

• Shape

• Composition

Dolginov & Mitranov 1976, Draine+1996, Draine+1997, Lazarian & Hoang 2007

What we assumed so far in this presentation!



Study interstellar dust characteristics and grain alignment with …
grain alignment models

What grain alignment mechanisms?

Ø B-RATs : alignment of  grains with the magnetic field via Radiative Alignment Torques (RATs)
Ø k-RATs : alignment of  grains with the radiation field via Radiative Alignment Torques (RATs)

Linear polarization orthogonal to 
the anisotropic radiation field

Anisotropic 
radiation field 
interacting with 
dust grains

Magnetic field lines

Occur if  the grain precession around B is 
faster than the precession around k 
induced by RATs

Radiation precession of dust grains 
precess around radiation field 
direction

FIR to (sub)millimeter 
dust thermal emission

Lazarian & Hoang 2007

Possible to compare SOFIA FIR 
polarization (sensitive to hot dust) with 
radiation field direction in irradiated region



Study interstellar dust characteristics and grain alignment with …
grain alignment models

What grain alignment mechanisms?

Ø B-RATs : alignment of  grains with the magnetic field via Radiative Alignment Torques (RATs)
Ø k-RATs : alignment of  grains with the radiation field via Radiative Alignment Torques (RATs)
Ø MATs: alignment of  grains with the gas flow or the magnetic field via Mechanical Alignment 

Torques (MATs)

Linear polarization orthogonal to 
the anisotropic gas-dust drift of  
the magnetic field

Gas flow 
interacting with 
dust grains

Magnetic field lines

Challenge between the precession around B 
or around the direction of  the gas-dust drift

FIR to (sub)millimeter 
dust thermal emission

Lazarian & Hoang 2007, Hoang+2018, Reissl+2022

Possible to investigate in region with high 
gas-dust drift like AGB envelopes



Study interstellar dust characteristics and grain alignment with …

the evolution of  polarization with local physical conditions

Quantitative tests to 
constrain dust grain 
properties, and grain 
alignment mechanism: 
Pfrac vs. Stokes I, NH2, Td

3.1. Variation of the Polarization in 30 Dor

The upper panels in Figure 4 show the distribution of the
polarization angle of the thermal dust polarization in 30 Dor at
three bands. We chose to use a position angle span of −90° to
+90° to center the position angles around the peak of the
distribution. The variation of the polarization angle is very
similar for the three bands. The distributions of all vectors are
shown by the cyan area, which shows that the polarization
vectors vary quite significantly, spanning from−90° to 90°,
and peak at around 20° and−60°. The first peak is
characterized by polarization in the North (see the red
distribution). The second peak originates predominantly in
the South (see the blue distribution), which has a more random
statistic. These distributions have the same bin width, which is

chosen following the Freedman–Diaconis rule in the Python
package7 from all vectors. The weighted-mean values and the
uncertainties have been calculated as shown by the dashed
vertical thick and corresponding thin lines, whose values are
listed in Table 1.
The lower panels in Figure 4 show the distribution of the

polarization degree in three bands. The distribution peaks
between 2% and 4%. The red and blue histograms show the
distributions in the North and South, respectively. The choice
of bin width is the same as above. The weighted mean and the
associated 1σ uncertainties are shown by the dashed vertical
thick and thin lines, whose values are also listed in Table 1.

Figure 3. Panels (a) and (c): maps of the total intensity and the polarization degree at 214 μm after masking from the common sky positions in which all three
bands in Figure 2 detected the signal. Panels (b) and (d): maps of the gas column density and the dust temperature. The black cross shows the location of the
massive star cluster R136. The total intensity correlates well with the gas column density. The gas column density peak is offset from the dust temperature, whose
peak is close to R136.

7 https://docs.astropy.org/en/latest/visualization/histogram.html
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dashed line). The best fit indicates the slope of α= 0.6± 0.01
at 89 μm is steeper than 0.5 (in the case the medium is fully
turbulent, Jones et al. 1992) and the estimated slopes at 154 μm
(α= 0.34± 0.02) and 214 μm (α= 0.46± 0.02). We then fit
the data with a double power-law function (solid and dashed
blue lines) using the piecewise linear least-squares fit PWLF
(Jekel & Venter 2019). The best fits illustrate two distinct
slopes, whose transitions are marked by the dashed–dotted
vertical lines. The transitions occur at 0.28 0.02 Jy arcsec 2 - ,
0.05 0.01 Jy arcsec 2 - , and 0.02 0.003 Jy arcsec 2 - at
89 μm, 154 μm, and 214 μm, respectively. In this case, as the
intensity increases, the polarization degree first declines rapidly
with a steep slope of α> 0.5 (solid blue line) and then varies
with a shallow slope with α< 0.5 (dashed blue line). The first
steep slope is still shallower than the α= 1 predicted by the
model in which grains are only aligned in the outer envelope of
the cloud (see, e.g., Hoang et al. 2021). We note that the slope
difference gets smaller for longer wavelengths.

Figure 6 shows the relation of the polarization degree to the
total intensity for all three bands in the South region (panels a,
b, and c). The relations are complex, but the data appear to
group into two different clusters. We then used the BAYE-
SIANGAUSSIANMIXTURE library in the SCIKIT-SKLEARN
Python package (Pedregosa et al. 2011) to classify the data
points into two groups. Because the separation at 89 μm is less
obvious than that at 154 and 214 μm, the classification works
well at these longer wavelengths and fails at 89 μm. Thus, to

make it consistent, we classify this case into three groups then
merge two of them together. Each cluster is plotted in a
different color and is fitted by a power law, as shown in the
legend. The polarization degree is higher, and the slope is
steeper from one cluster to another.
To better understand the observed features, we show in

panels (e) and (d) of Figure 6 the spatial positions of these two
clusters at 214 μm as an example. The central region (colored
area in panel e) seems to be shielded partially from the
irradiation of R136, whereas the outer region (colored area in
panel d) contains a near-side region that is directly irradiated by
the source R136. Surprisingly (also differing from the North),
the high polarization degree and shallower slope of the p−I
diagram are seen for the central region, located around the
intensity peak (or the gas column density peak; see
Figure 3(a)). Moreover, the polarization degree in the near-
side region (close to R136) is much lower than that in the far-
side region (lower- and upper-right corners; see color bars).
The low polarization degree at higher radiation intensity is
unexpected from the basic RAT alignment theory.
We note that the best fits to the p−I data only reflect the

general trend and cannot describe accurately the underlying
physics across the different regions. Indeed, as shown in
Figure 5, there are many data points that appear to follow the
steep slope of α= 1 toward high intensity. This can also be
seen from Figure 3(c) that the polarization degree is minimum
around the central radiation source, while it becomes higher at

Figure 6. Similar to Figure 5 but for the South. The data points likely group separately, hence we classify them into two different clusters by using the
BAYESIANGAUSSIANMIXTURE library in the Python package. These clusters are shown by the gray and orange points in panels (a)–(c), which are followed by the
power-law fittings. The slope differs from one cluster to another, which indicates a different grain alignment efficiency between the two regions. Panels (d) and (e)
visualize the spatial distribution of these clusters. The slope is shallower around the peaked intensity and gas column density, whereas the polarization decreases
steeply to higher intensity.
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SIANGAUSSIANMIXTURE library in the SCIKIT-SKLEARN
Python package (Pedregosa et al. 2011) to classify the data
points into two groups. Because the separation at 89 μm is less
obvious than that at 154 and 214 μm, the classification works
well at these longer wavelengths and fails at 89 μm. Thus, to

make it consistent, we classify this case into three groups then
merge two of them together. Each cluster is plotted in a
different color and is fitted by a power law, as shown in the
legend. The polarization degree is higher, and the slope is
steeper from one cluster to another.
To better understand the observed features, we show in

panels (e) and (d) of Figure 6 the spatial positions of these two
clusters at 214 μm as an example. The central region (colored
area in panel e) seems to be shielded partially from the
irradiation of R136, whereas the outer region (colored area in
panel d) contains a near-side region that is directly irradiated by
the source R136. Surprisingly (also differing from the North),
the high polarization degree and shallower slope of the p−I
diagram are seen for the central region, located around the
intensity peak (or the gas column density peak; see
Figure 3(a)). Moreover, the polarization degree in the near-
side region (close to R136) is much lower than that in the far-
side region (lower- and upper-right corners; see color bars).
The low polarization degree at higher radiation intensity is
unexpected from the basic RAT alignment theory.
We note that the best fits to the p−I data only reflect the

general trend and cannot describe accurately the underlying
physics across the different regions. Indeed, as shown in
Figure 5, there are many data points that appear to follow the
steep slope of α= 1 toward high intensity. This can also be
seen from Figure 3(c) that the polarization degree is minimum
around the central radiation source, while it becomes higher at

Figure 6. Similar to Figure 5 but for the South. The data points likely group separately, hence we classify them into two different clusters by using the
BAYESIANGAUSSIANMIXTURE library in the Python package. These clusters are shown by the gray and orange points in panels (a)–(c), which are followed by the
power-law fittings. The slope differs from one cluster to another, which indicates a different grain alignment efficiency between the two regions. Panels (d) and (e)
visualize the spatial distribution of these clusters. The slope is shallower around the peaked intensity and gas column density, whereas the polarization decreases
steeply to higher intensity.
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the evolution of  polarization with local physical conditions

4. Discussion

In this section, we will discuss the implications of the
observed p−I, p−Td, and p−NH relations for the leading theory
of grain alignment and disruption based on RATs.

4.1. On the p−I Relation and Grain Alignment

The variation of the polarization degree of thermal dust
emission with the total emission intensity (I) is a popular

analysis of polarimetric data that provides information on grain
alignment and magnetic fields. Numerous studies show that
the polarization decreases with I as p∝ I−α with the slope
α; 0−1. If grain alignment and the magnetic field are uniform
throughout the cloud, one expects α= 0. If grain alignment
only occurs in the outer layer and becomes completely lost in
the inner region, one expects α= 1 (Whittet et al. 2008). The
latter slope was previously reported in the case of starless cores

Figure 8. Relation of the gas column density and the dust temperature in the North region (left panel) and in the South region (right panel). They are positively
correlated for Td < 37 K, while they are negatively correlated for Td > 37 K.

Figure 9. Left panel: correlation of the polarization degree with the dust temperature. Middle and right panels: correlation of the polarization to the gas column density
within T < 37 K and Td � 37 K, respectively. The solid black line is the weighted mean within the 1σ uncertainty in each bin. The dashed black line is the piecewise
line fitting. On the left column, the dashed vertical lines indicate the corresponding Td

trans. The p−Td relation shows three features: p decreasing (region A), slightly
increasing (region B), and decreasing (region C) as Td increases. The mean value of the slopes and their associated 95% level of confidences are given in region C.
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Figure 11. Schematic illustration of the variation of the po-
larization fraction (arbitrary unit) with the visual extinction
expected from grain alignment and disruption by RATs, de-
scribed by p / A�⇣

V , for a starless core with two values of the
maximum grain size (blue lines) and a cloud with an embed-
ded source (orange lines). The slope changes to ⇣ = 1 when
grain alignment is completely lost (dotted vertical line). In-
ternal radiation induces alignment of grains near the source,
changing the slope from ⇣ = 1 to ⇣ = 0 in the absence of
RATD and to ⇣ > 0 in the presence of RATD. The uniform
magnetic field geometry is assumed.

U = (Td/Td,0)6, and Equation (26) yields

amax > aalign ' 0.055⇢̂�1/7

✓
n3T1

��1

◆2/7 ✓ �̄

1.2 µm

◆4/7

⇥
✓

Td

16.4 K

◆�12/7

µm, (56)

where the infrared damping is omitted due to its sub-
dominance in dense clouds. For example, if observa-
tions toward a starless core suggest Td ⇠ 15 K, Equa-
tion (56) implies amax > aalign = 0.45 µm and 0.85 µm
for nH = 106, 107 cm�3, respectively, assuming � = 0.3
and �̄ ⇠ 2 µm for the attenuated ISRF. Therefore, one
concludes that grain growth must occur in these dense
regions if the polarization slope is ⇣ < 1.

7. SUMMARY

We study alignment and rotational disruption of dust
grains by radiative torques and its implication for un-
derstanding the origins of polarization holes in dense
MCs. The main findings of our results are summarized
as follows:

1. Using RAT alignment theory, we derive analytical
formulae for the minimum size of aligned grains

by RATs as a function of the local parameters, in-
cluding gas density, temperature, visual extinction
AV , and the radiation spectrum at the surface of a
cloud. Our simple analytical formulae can be used
to estimate minimum grain size for alignment and
disruption by RATs for arbitrary local physical pa-
rameters.

2. We apply our analytical formulae for a dense
molecular cloud without embedded sources and
find excellent agreement with numerical results.
The grain alignment size increases with increasing
the local density and the visual extinction from
the surface.

3. We derive an analytical formula for the maximum
visual extinction where grain alignment still exists
in starless MCs, which depends on the maximum
grain size, gas density, and the ambient radiation
field.

4. The loss of grain alignment in starless cores is ex-
pected to result in the decrease of the polarization
with increasing optical depth, which reproduces
the polarization hole in starless cores. Therefore,
the detection of polarization from dense regions of
high extinction implies grain growth to larger than
the alignment size.

5. For dense clouds with an embedded source, we
demonstrate that the minimum of aligned grains
first decreases slowly in the envelope and then ac-
celerates when entering the central core with the
constant density. Therefore, the polarization de-
gree of dust emission increases with increasing the
emission intensity.

6. We find that rotational disruption of large grains
into smaller ones by RATs (i.e., RATD e↵ect) can
occur toward the central source. The e↵ect is more
e�cient for hot cores around protostars.

7. We find that the popular polarization hole ob-
served toward protostars is inconsistent with the
classical RAT theory. However, the decrease of po-
larization induced by the RATD e↵ect can repro-
duce such a polarization hole without appealing to
the magnetic field tangling.

Radiative Torque Disruption theory: disruption of  the largest aligned grains if  the grain rotation speed 
exceeds the grain cohesion strength

For this case, the RATD mechanism is less effective in the
polarization spectrum.

4.5. Variation of Submillimeter Polarization with the Radiation
Field

To see in more detail how the submillimeter polarization
changes with U and grain temperature Td, we calculate the
polarization degree at l m= 850 m (P850) using our results
from the previous section. Grain temperature is simply
estimated from U using the formula = -

-T a U16.4d 5
1 15 1 6 for

silicate grains (see Draine 2011).
In the left panel of Figure 14, we show the variation of P850

with radiation strength U or grain temperature Td, calculated
for grains in the diffuse ISM and molecular cloud (right
panel), assuming a wide range of the tensile strength =Smax

-10 10 erg cm6 9 3– . The black line shows the results when the
RATD is not taken into account. In contrast to the increase of
P850 with U in the absence of RATD, P850 in the diffuse ISM
does not change considerably when the radiation strength
increases between 1 and 100 when RATD is accounted for.
This is because of the compensation of the shift of polarization
toward short wavelengths due to lower aalign and the increase of

the polarization degree. Indeed, in the case of high tensile
strength ( -S 10 erg cmmax

8 3), we cannot expect the overall
increase of the polarization degree with U but, rather, the
variation in the wavelength-dependence polarization. When
U�1 ( <T 16.4 Kd ) for = -S 10 erg cmmax

9 3, the P850
increases as U increases. The peak of P850 moves to a smaller
radiation strength or lower grain temperature for a smaller Smax.
The right panel of Figure 14 shows similar results but for an

MC. The amplitude of the polarization variation with U due to
RATD is larger for the MC with a central star. Within the RAT
paradigm, the wide amplitude of the change for the MC is
understood to be due to a high gas number density nH. The
RATD requires a higher radiation strength to be effective. So,
in the case of high tensile strength ( -S 10 erg cmmax

8 3) for
dense MC, when U increases from U=0.1, the polarization
degree increases until U∼10 and then decreases due to
RATD. The larger pumping range raises the peak of P850.
The left panel of Figure 15 shows the results for a translucent

cloud with gas density between the diffuse ISM and dense MC.
A similar trend is observed, but the critical strength where P850
starts to decrease is larger than that for the diffuse ISM but
smaller than that for the MC. We also study the variation of
P850 with U for grains with an axial ratio r=1.5 in the right
panel and find a similar trend.

5. Discussion

5.1. Physical Forward Modeling of Multiwavelength
Polarization

The polarization spectrum closely depends on the grain size
distribution and alignment degree of dust grains. Both the grain
size and alignment are expected to change with local
environments. Inverse modeling of observational data (e.g.,
Draine & Fraisse 2009; Guillet et al. 2018) is a useful technique
to derive the average properties of the dust grains.
In this paper, we focus on the variation of the local radiation

strength U and perform forward modeling of multiwavelength
dust polarization from UV-optical-NIR (starlight polarization)
to far-IR (polarized emission) to predict how the polarization
spectrum changes with increasing U from the standard ISRF.
We simultaneously treat grain alignment and disruption by
RATs. The grain size distribution is modeled consistently using
the RATD mechanism, which changes with the strength of the
radiation field, as shown in Section 2.1. Our modeling results

Figure 12. Polarization spectrum of thermal dust emission with axial ratio of r=1/3 and tensile strength of = -S 10 erg cmmax
7 3 in a molecular cloud in which a star

is located at its center, for the case without RATD (left panel) and with RATD (right panel). The polarization spectrum changes with the radiation strength U.

Figure 13. Polarization spectrum due to thermal emission of dust grains with
axial ratio of r=1/3 and tensile strength of = -S 10 erg cmmax

7 3 in a
molecular cloud without a star. Polarization spectrum changes with
different AV.
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For this case, the RATD mechanism is less effective in the
polarization spectrum.
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changes with U and grain temperature Td, we calculate the
polarization degree at l m= 850 m (P850) using our results
from the previous section. Grain temperature is simply
estimated from U using the formula = -
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silicate grains (see Draine 2011).
In the left panel of Figure 14, we show the variation of P850

with radiation strength U or grain temperature Td, calculated
for grains in the diffuse ISM and molecular cloud (right
panel), assuming a wide range of the tensile strength =Smax

-10 10 erg cm6 9 3– . The black line shows the results when the
RATD is not taken into account. In contrast to the increase of
P850 with U in the absence of RATD, P850 in the diffuse ISM
does not change considerably when the radiation strength
increases between 1 and 100 when RATD is accounted for.
This is because of the compensation of the shift of polarization
toward short wavelengths due to lower aalign and the increase of

the polarization degree. Indeed, in the case of high tensile
strength ( -S 10 erg cmmax

8 3), we cannot expect the overall
increase of the polarization degree with U but, rather, the
variation in the wavelength-dependence polarization. When
U�1 ( <T 16.4 Kd ) for = -S 10 erg cmmax

9 3, the P850
increases as U increases. The peak of P850 moves to a smaller
radiation strength or lower grain temperature for a smaller Smax.
The right panel of Figure 14 shows similar results but for an

MC. The amplitude of the polarization variation with U due to
RATD is larger for the MC with a central star. Within the RAT
paradigm, the wide amplitude of the change for the MC is
understood to be due to a high gas number density nH. The
RATD requires a higher radiation strength to be effective. So,
in the case of high tensile strength ( -S 10 erg cmmax

8 3) for
dense MC, when U increases from U=0.1, the polarization
degree increases until U∼10 and then decreases due to
RATD. The larger pumping range raises the peak of P850.
The left panel of Figure 15 shows the results for a translucent

cloud with gas density between the diffuse ISM and dense MC.
A similar trend is observed, but the critical strength where P850
starts to decrease is larger than that for the diffuse ISM but
smaller than that for the MC. We also study the variation of
P850 with U for grains with an axial ratio r=1.5 in the right
panel and find a similar trend.

5. Discussion

5.1. Physical Forward Modeling of Multiwavelength
Polarization

The polarization spectrum closely depends on the grain size
distribution and alignment degree of dust grains. Both the grain
size and alignment are expected to change with local
environments. Inverse modeling of observational data (e.g.,
Draine & Fraisse 2009; Guillet et al. 2018) is a useful technique
to derive the average properties of the dust grains.
In this paper, we focus on the variation of the local radiation

strength U and perform forward modeling of multiwavelength
dust polarization from UV-optical-NIR (starlight polarization)
to far-IR (polarized emission) to predict how the polarization
spectrum changes with increasing U from the standard ISRF.
We simultaneously treat grain alignment and disruption by
RATs. The grain size distribution is modeled consistently using
the RATD mechanism, which changes with the strength of the
radiation field, as shown in Section 2.1. Our modeling results

Figure 12. Polarization spectrum of thermal dust emission with axial ratio of r=1/3 and tensile strength of = -S 10 erg cmmax
7 3 in a molecular cloud in which a star

is located at its center, for the case without RATD (left panel) and with RATD (right panel). The polarization spectrum changes with the radiation strength U.

Figure 13. Polarization spectrum due to thermal emission of dust grains with
axial ratio of r=1/3 and tensile strength of = -S 10 erg cmmax

7 3 in a
molecular cloud without a star. Polarization spectrum changes with
different AV.

10

The Astrophysical Journal, 896:44 (15pp), 2020 June 10 Lee et al.



Study interstellar dust characteristics and grain alignment with …
polarization fraction spectra1996 L. Fanciullo et al. 

MNRAS 512, 1985–2002 (2022) 

2020 ). One drawback in this scenario is that, while grain growth 
is expected to take place in dense environments, the sizes required 
for this effect ( ∼ 30 µm for the HAWC + bands) are much larger 
than the ∼ µm grains expected in regions with N H ∼ 10 5 cm −3 
(e.g. Hirashita & Li 2013 ), even though some models suggest that 
outflows can transport large grains out to lower density regions 
(Wong, Hirashita & Li 2016 ). 
4.2 P versus P plots and dust models 
In this section, we compare the P versus P plots from Section 3.3 
to dust polarization models from Guillet et al. ( 2018 ). Note that, as 
discussed in Section 4.1 , the change in the polarization angle with 
wavelength is sign that different bands may be observing different 
dust populations. Therefore, while a single dust model may reproduce 
P for the two wavelengths with the best angle match – 154 and 
214 µm – we expect that P correlations including the 850 µm band 
will be harder to reproduce. 

We selected two models from Guillet et al. ( 2018 ), named A 
and D. Both models include a population of polycyclic aromatic 
hydrocarbons, one of large amorphous carbon grains (Zubko et al. 
1996 ; Compi ̀egne et al. 2011 ) and one of large astronomical silicate 
grains (Weingartner & Draine 2001 ). The main differences between 
the models are that (1) amorphous carbon grains are unaligned in 
model A and aligned in model D, (2) silicate grains in model D 
have amorphous carbon inclusions (6 per cent in volume), and (3) 
only large grains are aligned in either model, but the size threshold 
for alignment is 108 nm in model A and 89 nm in model D. We 
chose these two specific models from Guillet et al. ( 2018 ) because 
they show the largest difference in P for λ ! 200 µm, thus providing 
the widest possible fork in predicted values for HAWC + bands. We 
calculated the model output using the DustEM tool 7 (Compi ̀egne 
et al. 2011 ; Guillet et al. 2018 ), which is also the one that was used 
to develop them in the first place. 

The observational P versus P plots are compared to these models 
in Fig. 8 (model A) and 9 (model D). The polarized fraction 
predicted by the models has been obtained by interpolation of 
their output P ( λ) at 154, 214, and 850 µm. Square markers show 
model polarization in the ideal case where the magnetic field is 
uniform, constant and parallel to the plane of the sky ( F dis = 1, 
γ = 0 in the terminology of equation 1 ). Adding the effects of 
magnetic field orientation and structure back into the picture reduces 
the model P in all bands. Under our assumption that the magnetic 
field reduction factors are independent of wavelength, the model 
result mo v es along the se gment joining the marker (representing the 
‘maximum polarization’ case) to the origin of the axes. We only 
show this segment for a single marker in Figs 8 and 9 to maintain 
visibility. Black markers show results for models as they are in Guillet 
et al. ( 2018 ). White markers sho w ho w the results change when we 
vary two parameters: radiation field intensity G 0 and grain alignment 
threshold a alig . The parameter G 0 is a dimensionless multiplicative 
factor for the interstellar radiation field by Mathis, Mezger & Panagia 
( 1983 ), while a alig is the threshold size abo v e which most grains are 
aligned. It is important to bear in mind that the parameter space grids 
represented here are unlikely to be uniformly populated. For instance, 
according to the RATs model grain alignment is more efficient in 
strong radiation fields (Lazarian & Hoang 2007 ; Andersson et al. 
2015 ; Hoang & Lazarian 2016 ). Within the RAT paradigm we 
therefore expect a negative correlation between G 0 and a alig . 
7 https:// www.ias.u-psud.fr/ DUSTEM/ 

Figure 8. Polarization fraction, compared to a model grid for model A from 
Guillet et al. ( 2018 ) with variable G 0 and a alig . Top: P 214 versus P 154 . Middle: 
P 850 versus P 154 (for data in the 90 arcsec diameter centred on the emission 
peak). Bottom: P 850 versus P 214 (for data in the 90 arcsec diameter centred on 
the emission peak). The black square marker shows the results for the Guillet 
et al. ( 2018 ) original model, white square markers show the effect of varying 
the interstellar radiation field intensity and the alignment size threshold. Note 
that the horizontal axis scale for the top plot and for the bottom two plots is 
not the same. Colour coded by #θ (see Section 3.2 ). 
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accretion and/or coagulation (Jones et al. 2017). This third op-
tion, which greatly increases the complexity of the picture in po-
larization, is further discussed in Sect. 7.4. Here, for simplicity,
we restrict our analysis to the first two interpretations.

On translucent lines of sight, the column density is high
enough for depolarization to occur, and high enough to limit the
e�ciency of radiative torques. If this interpretation is complete,
the instrinsic dust polarization fraction, defined as the polariza-
tion fraction that would be observed without loss of grain align-
ment nor depolarization along the line of sight (and therefore,
impossible to measure in this medium), must be higher than the
one we modeled here, of 3% in extinction and 13% in emis-
sion. As a consequence, a dust model for translucent lines of
sight should also be able to produce a higher polarization frac-
tion than the one observed in that medium, may be up to 20%
in emission – the upper limit observed by Planck at low column
densities (Planck Collaboration Int. XIX 2015). This condition
would exclude models that already necessitate a perfect grain
alignment to reproduce the maximal polarization fractions ob-
served in translucent lines of sight, like models A and C, but
not the composite model D. In model D, polarization fractions
up to P353/I353 = 20% in emission and pV/AV = 4.5% in the
optical can be achieved9 by increasing fmax from 0.67 up to 1.
Such a high polarization fraction in extinction, never observed
yet, could only happen at very low column densities (AV ⌧ 0.5).

7.3. The dependence of P/I with the wavelength: models

versus observations

Figure 15 presents our predictions for the wavelength depen-
dence of P/I in models A and D, for a radiation field intensity
ranging from G0 = 10�1 to G0 = 103. Next to Planck obser-
vations, we have added the polarization spectrum recently mea-
sured by the BLASTPol balloon experiment in the translucent
part (AV ⇠ 2.5) of the Vela C molecular cloud (Ashton et al.
2017). We note that, due to the combined e↵ect of the varia-
tion in grain alignment and magnetic field direction, we can di-
rectly compare the spectral dependence of P/I between models
and observations, but not its amplitude. The trend observed by
BLASTPol between 250 and 850 µm is compatible with flatness
(Ashton et al. 2017). If we normalize BLASTPol and Planck ob-
servations at 850 µm, we get a flat, possibly slightly decreasing
trend over a decade in wavelength, from 250 µm to 3 mm. With
G0 = 1, model D is here again the closest to observations, while
model A departs from those data both at short and large wave-
lengths.

This flat trend does not seem to be limited to translucent lines
of sight. In a previous work (Gandilo et al. 2016), the BLASTPol
collaboration already observed a flat spectrum between 250 and
850 microns in the high-density regions (NH ' 2 ⇥ 1022 cm�2,
corresponding to AV = 5–10) of the same cloud, heated by the
interstellar radiation field (G0 = 1). At even higher column den-
sities, using airborne observations of dust polarized emission in
dense regions (among them M17 and M41), Hildebrand et al.
(1995) found a maximal polarization fraction at 100 µm of 9%
(for the 99 percentile) for a range ⌧100 µm = 0.02–0.2 of the dust
optical depth (or equivalently a range 5–50 in AV). A polariza-
tion fraction of 9% is obtained with a radiation field G0 ⇠ 10
for model D, and with G0 ⇠ 100 for model A, which is not

9 This linearity between the polarization in extinction and in emission
is a consequence of our parametric modeling of dust alignment (see
Sect. 2.1). The limits of this hypothesis will be studied in a dedicated
paper.

Fig. 15. Polarization fraction P/I in emission for models D (solid) and A
(dot-dashed), for various ISRF intensities G0. The spectral shape of the
radiation was not changed, just the scaling factor G0, as indicated. Data
points combine Planck (� � 850 µm, Planck Collaboration Int. XXII
2015) and BLASTPol (�  850 µm, Ashton et al. 2017) observations,
normalized at 850 µm. We cut our spectrum at 5 cm because of the rising
contribution to I⌫(�) of the thermal emission of PAH and other compo-
nents not modeled here (synchrotron emission, anomalous microwave
emission, see Planck Collaboration Int. XXII 2015).

unrealistic as those observations were focused on bright regions.
This peak of P/I at 9% at 100 µm is also not so far from what
is observed at 353 GHz (850 µm) at the same column densities
(Planck Collaboration Int. XIX 2015), and does not therefore ex-
clude the possibility of a flatness of the P/I spectrum from the
far-infrared to the millimeter.

In the frame of the astrosilicate-graphite model of
Draine & Hensley (2013), the slightly decreasing trend of P/I
with the wavelength has been interpreted as an indication of
magnetic dipole emission from iron nano-domains embedded
in the silicate matrix. In our models, the polarization fraction
in emission P/I decreases with the wavelength because the as-
trosilicate population has a much steeper spectral index (� = 2)
than the a-C population (� ⇠ 1.5), that is not compensated by the
lower astrosilicate temperature.

More generally, a dust model with a single (or dominating)
homogeneous dust population at thermal equilibrium will have a
flat P/I spectrum. In a dust model with two populations of large
grains, the decrease of P/I with � in the submillimeter may in-
dicate that the population with the highest spectral index is more
polarizing (that is, better aligned or intrinsically more polarizing)
than the one with the lowest spectral index, akin to the case in all
our models. A flat spectrum would indicate that both populations
have the same flat spectrum (that is, the same constant P/I) and
di↵erent spectral indices, or di↵erent flat spectra (that is, di↵er-
ent constant P/I) but the same spectral index. After Ashton et al.
(2017), our modeling also confirms that the flatness of the P/I
spectrum in the far-infrared probably indicates that the equilib-
rium temperature of the aligned population does not di↵er too
much from the equilibrium temperature of the unaligned popu-
lation, unlike models where only silicates are aligned.

All these observations in translucent lines of sight and dense
clouds go against the natural predictions of most dust models,
which were designed for the di↵use ISM and based upon two
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2020 ). One drawback in this scenario is that, while grain growth 
is expected to take place in dense environments, the sizes required 
for this effect ( ∼ 30 µm for the HAWC + bands) are much larger 
than the ∼ µm grains expected in regions with N H ∼ 10 5 cm −3 
(e.g. Hirashita & Li 2013 ), even though some models suggest that 
outflows can transport large grains out to lower density regions 
(Wong, Hirashita & Li 2016 ). 
4.2 P versus P plots and dust models 
In this section, we compare the P versus P plots from Section 3.3 
to dust polarization models from Guillet et al. ( 2018 ). Note that, as 
discussed in Section 4.1 , the change in the polarization angle with 
wavelength is sign that different bands may be observing different 
dust populations. Therefore, while a single dust model may reproduce 
P for the two wavelengths with the best angle match – 154 and 
214 µm – we expect that P correlations including the 850 µm band 
will be harder to reproduce. 

We selected two models from Guillet et al. ( 2018 ), named A 
and D. Both models include a population of polycyclic aromatic 
hydrocarbons, one of large amorphous carbon grains (Zubko et al. 
1996 ; Compi ̀egne et al. 2011 ) and one of large astronomical silicate 
grains (Weingartner & Draine 2001 ). The main differences between 
the models are that (1) amorphous carbon grains are unaligned in 
model A and aligned in model D, (2) silicate grains in model D 
have amorphous carbon inclusions (6 per cent in volume), and (3) 
only large grains are aligned in either model, but the size threshold 
for alignment is 108 nm in model A and 89 nm in model D. We 
chose these two specific models from Guillet et al. ( 2018 ) because 
they show the largest difference in P for λ ! 200 µm, thus providing 
the widest possible fork in predicted values for HAWC + bands. We 
calculated the model output using the DustEM tool 7 (Compi ̀egne 
et al. 2011 ; Guillet et al. 2018 ), which is also the one that was used 
to develop them in the first place. 

The observational P versus P plots are compared to these models 
in Fig. 8 (model A) and 9 (model D). The polarized fraction 
predicted by the models has been obtained by interpolation of 
their output P ( λ) at 154, 214, and 850 µm. Square markers show 
model polarization in the ideal case where the magnetic field is 
uniform, constant and parallel to the plane of the sky ( F dis = 1, 
γ = 0 in the terminology of equation 1 ). Adding the effects of 
magnetic field orientation and structure back into the picture reduces 
the model P in all bands. Under our assumption that the magnetic 
field reduction factors are independent of wavelength, the model 
result mo v es along the se gment joining the marker (representing the 
‘maximum polarization’ case) to the origin of the axes. We only 
show this segment for a single marker in Figs 8 and 9 to maintain 
visibility. Black markers show results for models as they are in Guillet 
et al. ( 2018 ). White markers sho w ho w the results change when we 
vary two parameters: radiation field intensity G 0 and grain alignment 
threshold a alig . The parameter G 0 is a dimensionless multiplicative 
factor for the interstellar radiation field by Mathis, Mezger & Panagia 
( 1983 ), while a alig is the threshold size abo v e which most grains are 
aligned. It is important to bear in mind that the parameter space grids 
represented here are unlikely to be uniformly populated. For instance, 
according to the RATs model grain alignment is more efficient in 
strong radiation fields (Lazarian & Hoang 2007 ; Andersson et al. 
2015 ; Hoang & Lazarian 2016 ). Within the RAT paradigm we 
therefore expect a negative correlation between G 0 and a alig . 
7 https:// www.ias.u-psud.fr/ DUSTEM/ 

Figure 8. Polarization fraction, compared to a model grid for model A from 
Guillet et al. ( 2018 ) with variable G 0 and a alig . Top: P 214 versus P 154 . Middle: 
P 850 versus P 154 (for data in the 90 arcsec diameter centred on the emission 
peak). Bottom: P 850 versus P 214 (for data in the 90 arcsec diameter centred on 
the emission peak). The black square marker shows the results for the Guillet 
et al. ( 2018 ) original model, white square markers show the effect of varying 
the interstellar radiation field intensity and the alignment size threshold. Note 
that the horizontal axis scale for the top plot and for the bottom two plots is 
not the same. Colour coded by #θ (see Section 3.2 ). 
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Study interstellar dust characteristics and grain alignment with …
polarization fraction spectra

Polarization fraction spectra of  massive clouds  
Vaillancour+2012

The Astrophysical Journal Supplement Series, 201:13 (15pp), 2012 August Vaillancourt & Matthews

Figure 5. Polarization spectrum in several molecular clouds, normalized at
350 µm. The P (850)/P (350) data in this work are shown as dotted lines; note
that OMC-1, OMC-3, and DR21 (Main) have identical medians (see Table 1).
The solid circle represents the median of all data in this work. All data in
this plot, including that shown here for the first time, meet the 3σp and ∆φ
criteria described in the text. Data at λ < 350 µm and that for DR21 (Main) at
P (1300)/P (350) are from Vaillancourt (2002). All data used at 350 µm are from
Hertz (Dotson et al. 2010) with the exception of the OMC-1 point comparing 350
and 450 µm (solid triangle) which is from SHARP (Vaillancourt et al. 2008).
For clarity no error bars are shown here, but see Figure 4 for the distributions.
(A color version of this figure is available in the online journal.)

have made no correction for different spatial resolutions when
comparing these data sets.

The Hertz data are undersampled. However, since the SCUBA
data are fully sampled, there is sufficient information to estimate
the SCUBA intensity and polarization at the same sky locations
of the Hertz data. This is accomplished by reducing the SCUBA-
pol data in the same manner as presented in Matthews et al.

Table 3
Polarization Ratio Distributions

Data Satisfying P ! 3σp Also Satisfying |∆φ| < 10◦

Source Peak MAD χ2
r Peak MAD χ2

r

OMC-1 1.3 0.5 13.4 1.4 0.5 20.8
OMC-3 1.4 0.5 2.9 1.2 0.3 3.7
DR 21 1.4 0.4 2.5 1.8 0.3 5.2
DR 21 (Main) 1.3 0.3 2.3 1.8 0.3 6.6
All 1.5 0.6 6.0 1.4 0.5 10.9

Notes. The peak value and the median absolute deviation (MAD) of the
polarization ratio (P [850]/P [350]) distributions which minimize the MAD
(Equation (2)). Also shown are χ2

r values as calculated from Equation (1); see
Section 3.2. The columns labeled “P ! 3σp” and “also |∆φ| < 10◦” are defined
as in Table 1.

(2009) but choosing to output the data to grids and map-center
locations which match the Hertz data set. Table 1 lists the objects
observed by both Hertz and SCUBA-pol at 350 and 850 µm;
Table 2 (in the electronic version only) gives a more complete list
of the locations within each of the clouds. Table 2 also includes
data for all points at both wavelengths for the polarization
magnitudes and their ratio P (850)/P (350), position angles and
their difference φ(850)–φ(350), intensity values and their ratio
F (850)/F (350), and uncertainties on all values. All polarization
magnitudes in Table 2 have been corrected for positive bias
(Section 2.2). The best estimates of those values are sometimes
zero; as a result the ratio P (850)/P (350) is reported as Nan for
cases in which P (850) = P (350) = 0, Inf for cases in which
only P (350) = 0, and equal to zero when only P (850) = 0.

2.2. Positive Polarization Bias

By definition, the polarization amplitude is a positive-
definite quantity. As a result, a noisy measurement of a truly

Figure 6. Map of the polarization ratio, P (850)/P (350), in OMC-1. This map includes only P ! 3σp data but includes points typically rejected by the |∆φ| criterion
discussed in the text. Data with P (850)/P (350) > 3 are shown as saturated (black) pixels. Thin contours denote the 350 µm intensity at levels of 1%, 4%, 8%, 20%,
40%, and 80% of the peak intensity (data from SHARC-2; Vaillancourt et al. 2008). The thick contour is drawn at P (850)/P (350) = 1. For reference we also show
the four Trapezium stars of M42.
(A color version of this figure is available in the online journal.)
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Polarization fraction spectra of  nearby galaxies,
HAWC+ 4 bands data, Lopez-Rodriguez+2022

• HAWC+ multiwavelength polarization of  archival 
data allows such science

• Synergies with current and future instruments : 
ALMA, JCMT POL2 , IRAM30m NIKA2pol, LMT 
Toltec,



Study interstellar dust characteristics and grain alignment with …
dust evolution models

Grain growth in an Infrared dark cloud 
with HAWC+ data

because their size is on the same order as the mean wavelength
of strong RATs (see Equation (3)). In this paper, we are
interested in the alignment and disruption of grains that are not
very large ( ma 1 m), so thermal dust emission is not
important, due to their negligible RATs.

Figure 2 shows the spectral energy density at different visual
extinction, AV, inside an MC taken from MMP83, denoted
by lu ,MMP83 (gray lines), as well as its interpolation for the
wavelengths of l m< 20 m relevant for alignment of small
grains of ma 1 m (blue lines). We also show the results
obtained from the reddening law (Equation (32)) with

( ) ( )= = =l lu A u A0 0V V,MMP83 with RV=4 (red lines). The
results obtained from the reddening law are in good agreement
with the numerical results, although the agreement is poorer for

–l m~ 10 20 m because the reddening law does not include the
mid-IR emission as in MMP83.5 Moreover, we can see that
UV–optical radiation rapidly decreases, but NIR radiation
decreases slowly with AV. The reason is that the optical depth at
NIR is much smaller than the visual extinction. For the optical–
IR photons of l m~ 10 m, the extinction can be described by a
power law of ( )l m~l

-A A 0.55 mV
b with a slope b∼2. For

AV=10, one has = =mA A0.4 4V1 m and = =mA A0.14 V2 m
1.4. As a result, IR photons of l m 1 m are weakly
absorbed and can still be sufficient to align large grains at large
visual extinction, as we show in the following section.

Figure 3 compares the average RAT efficiency inside an MC
obtained with our analytical formula (Equation (18)) versus
numerical calculations using the attenuated radiation spectrum
from MMP83 and the reddening law (Equation (32)). The
analytical formula that is derived for the ISRF agrees well with
the numerical results for attenuated radiation fields. Therefore,
one can use it for studying grain alignment by RATs in
dense MCs.

When the spectral energy density is known, we calculate the
radiation strength, U, and the mean wavelength, l̄, for different
AV. The upper and lower panels of Figure 4 show the decrease
of U and the increase of l̄ with increasing AV, obtained using
the reddened spectrum (solid line) and the spectrum from
Mathis et al. (1983) (filled circles).
To describe the decrease of U with AV due to dust

absorption, we introduce the analytical function,

( )=
+

U
U
c A1

, 34
V
c

0

1
2

where U0 is the radiation strength at the cloud surface, and
c c,1 2 are the fitting parameters. For a giant MC at galacto-
centric distance DG=5 kpc studied in MMP83, U0∼3 (see
Figure 4), and U0=1 for the ISRF in the solar neighborhood.
Assuming that the dust opacity at long wavelengths is

k lµ b-
d , the equilibrium temperature of grains at AV is

( )= b+T T Ud d,0
1 4 , where Td,0 is the grain temperature at U=1.

Throughout this paper, we assume β=2 and =T 16.4 Kd,0 for
silicates in the ISM in the solar neighborhood (see Draine 2011).
Chi-squared fitting of Equation (34) to the numerical values

obtained from the reddening law yields best-fit parameters of
(c1, c2)=(0.42,1.22). Here, we use the Levenberg–Marquardt
algorithm from the lmfit package in Python and assume the
uncertainties of the data to be 10% of the numerical values. As
shown in the upper panel of Figure 4, the function provides a
good fit for AV<20 but it overestimates the numerical result
by 30% at AV=50 (see dotted line versus solid line).
To describe the increase of the mean wavelength with AV due

to reddening effect, we introduce an analytical function,

¯ ¯ ( ) ( )l l= + c A1 , 35V
c

0 3
4

where l̄ m= 1.3 m0 for the diffuse ISRF at AV=0, and c3 and c4
are the model parameters. Least chi-square fitting of the above
equation to the numerical results yields ( ) ( )=c c, 0.27, 0.763 4 .
As shown in the lower panel of Figure 4, the analytical expression
fits the numerical result very well (see dotted line versus solid line).
However, there exists some discrepancy at AV>20 between the
reddening-law and numerical results, arising from the fact that

Figure 2. Radiation spectra at different visual extinctions measured from
the cloud surface, AV, inside a dense MC at a galactocentric distance of
DG=5 kpc obtained from the reddening law (red lines) with RV=4
compared to the numerical results taken from MMP83 (gray lines) and its
interpolation for l m< 20 m (blue lines). The reddening law provides good
agreement with MMP83 for l m< 10 m, which mostly determines grain
alignment of submicron and micron-sized grains because longer-wavelength
photons induce negligible RATs.

Figure 3. RAT efficiency as a function of the grain size for radiation fields in
an MC. The analytical approximation (Equation (18)) fits the numerical
calculations well.

5 As already mentioned in MMP83, their radiative transfer is less accurate for
AV20.
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Figure 18. The variation of the polarization fraction (left) and of the alignment efficiency, P ⇥S, (right) on the alignment size,
aalign. The dashed lines show the running means and solid lines are the results of the fits to a power-law function (see text).

Figure 19. Map of �mag,sp for the center region of G11. The
value of �mag,sp increases from the outer to the inner region
and is larger than ⇠ 10. The star marker shows the location
of P1.

magnetic relaxation in the region are presented in Sec-
tion 5.3.

Finally, we note that, although �mag,sp increases to-
ward the inner region of the filament (see Figure 19),
the expected polarization degree does not necessarily
increase because of the saturation of MRAT alignment
efficiency and the increase in the minimum alignment
size aalign (see the previous subsection).

5. DISCUSSIONS
5.1. Characteristics of B-fields and Comparison with

Previous Studies

B-fields are thought to play an important role in the
evolution of interstellar filament and regulate star for-
mation (McKee & Tan 2003; Henney et al. 2009). Previ-

ous studies have revealed that B-fields tend to be parallel
to the filament in the diffuse regions of low column den-
sities, and they become perpendicular to the filament
in dense regions of high column density with NH & 3-
5⇥ 1021 cm�2 (Planck Collaboration et al. 2016a; Soler
et al. 2017; Soler & Hennebelle 2017).

In this paper, we derived the B-field orientation map
by using polarimetric data taken by SOFIA/HAWC+.
We found that the B-fields in G11 are mostly perpendic-
ular to the filament’s spine, in particular at the highest
column densities (see Figure 4). From Figure 4, one
can see that our observations mainly trace the dense re-
gion with N(H2) > 1022 cm�2. Therefore, our finding of
the perpendicular orientation between B-fields and the
filament is in agreement with previous studies (Planck
Collaboration et al. 2016a; Soler et al. 2017; Soler &
Hennebelle 2017).

We applied the DCF method to calculate the map
of the B-field strengths of the center region. The B-
field strengths vary from 100-600 µG and are strongest
close to the filament’s spine at high densities. The B-
field strengths decrease when going further out from
the filament’s spine to the outer regions. A previous
study by Pillai et al. (2015) using JCMT/SCUPOL mea-
sured the lower limit of the B-field strength toward the
densest region of the center region (see Figure 2) to be
⇠200 µG. This value is in the range of our measured
B-field strengths and in excellent agreement with our
average value BPOS = 242 ± 50 µG estimated from the
structure function method.

The B-field strengths found for G11 are also compa-
rable to the measurements in other massive filaments,
for example, ⇠50 µG for G35.39 � 0.33 (Liu et al.
2018), ⇠100-800 µG for NGC 6334 (Arzoumanian et al.
2021), ⇠60-470 µG for G34.43+0.24 (Soam et al. 2019),

Hoang+2020, Bich Ngoc+2023

aalign = minimum size of  aligned grains
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polarization radiative transferPolarization Radiative Transfer Code

SOFIA HAWC+ data, and others…

To constrain:
- Grain evolution (growth, disruption)

- Grain composition, shape
- Alignment properties

… onto MHD simulation How?
Comparing:
- Max Pfrac

- S x Pfrac

- polarization spectra
- Correlation with NH2, Td

Reissl+2016, Le Gouellec+2020, Chau Giang+2023
See also Li, P.-S.+2021,2022
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